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Forward

The Thirteenth International Conference on Advances in System Simulation (SIMUL 2021), held
on October 3 - 7, 2021 in Barcelona, Spain, continued a series of events focusing on advances in
simulation techniques and systems providing new simulation capabilities.

While different simulation events are already scheduled for years, SIMUL 2021 identified
specific needs for ontology of models, mechanisms, and methodologies in order to make easy an
appropriate tool selection. With the advent of Web Services and WEB 3.0 social simulation and human-
in simulations bring new challenging situations along with more classical process simulations and
distributed and parallel simulations. An update on the simulation tool considering these new simulation
flavors was aimed at, too.

The conference provided a forum where researchers were able to present recent research
results and new research problems and directions related to them. The conference sought contributions
to stress-out large challenges in scale system simulation and advanced mechanisms and methodologies
to deal with them. The accepted papers covered topics on social simulation, transport simulation,
simulation tools and platforms, simulation methodologies and models, and distributed simulation.

We welcomed technical papers presenting research and practical results, position papers
addressing the pros and cons of specific proposals, such as those being discussed in the standard forums
or in industry consortiums, survey papers addressing the key problems and solutions on any of the
above topics, short papers on work in progress, and panel proposals.

We take here the opportunity to warmly thank all the members of the SIMUL 2021 technical
program committee as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors that dedicated much of their time and efforts to contribute to the SIMUL 2021. We truly
believe that thanks to all these efforts, the final conference program consists of top quality
contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the SIMUL 2021 organizing
committee for their help in handling the logistics and for their work that is making this professional
meeting a success. We gratefully appreciate to the technical program committee co-chairs that
contributed to identify the appropriate groups to submit contributions.

We hope the SIMUL 2021 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in simulation research.
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Abstract—This paper presents a nascent collaborative effort to 
achieve a Virtual Reality (VR)-based, real-time, haptics-driven 
patient-specific obstetrics simulator. The high-level 
architecture and preliminary results are presented here; the 
latter are based on offline birthing simulation developed by 
team in conjunction with open-source visualization tools. The 
cornerstones of this simulator will be high-fidelity generic 
offline birthing simulation, an anatomy-to-image nonrigid 
registration pipeline exploiting fetal MRI, the open-source 
interactive medical simulation toolkit IMSTK augmented by 
high-throughput deep learning-based soft tissue deformation, 
open-source musculoskeletal dynamics simulation platform 
SimTk for representing fetal motion. 

Keywords- birthing simulation; obstetrics; virtual reality; 
bimanual haptics. 

I. INTRODUCTION 

 There is high variability in obstetrics performance within 
the United States, as well as an egregious 
underperformance of the US against developed countries 
and of developing countries against developed countries, all 
of which suggest that the current approach to obstetrics 
training could be improved. Specifically, Glance et al found 
that 13 percent of the four million US women giving birth 
annually experience one or more major complications [1]; 
they used multivariable logistic regression to assess the 
variation in obstetric complication outcomes across US 
hospitals (based on 750,000+ deliveries) and found an 
alarming disparity between high and low-performing 
hospitals. Lower-graded hospitals had complication rates  

double those of better hospitals in vaginal deliveries, at 
22.55% and 10.42%   respectively, as well as five times 
those of better hospitals in cesarian deliveries: 20.93% vs. 
4.37%. In addition, a comparison study found the US to be  
the worst-performing in maternal mortality in a group of 11 
developed countries [2]: in 2018, there were 17 maternal 
deaths for every 100,000 births in the US, a ratio more than 
double that of most other high-income countries [2]. 
Furthermore, obstetric complications in developing 
countries are also distressing, with 530,000 women 
worldwide dying annually and 95% of these deaths 
occurring in Africa and Asia [3]. 

An important risk factor in labor is shoulder dystocia, 
depicted in Figure 1, a difficulty in the delivery of the fetal 
shoulders after delivery of the head. Shoulder dystocia is 
characterized by approximate incidences of 1% for babies 
under 4 kg [4][5], 5% for babies between 4 and 4.5 kg, and 
10% for babies heavier than 4.5 kg [5] respectively. 
Neonatal complications include death and cerebral palsy due 
to loss of oxygen to the baby's brain, from the dystocia 
itself, and brachial plexus injury complications such as 
Klumpke’s paralysis and Erb's palsy caused by the action of 
the obstetrician. Maternal complications include vaginal and 
cervical lacerations as well as post-partum hemorrhage [6].  

The current emphasis in simulation-based obstetrics training 
is on mannequins [7][8], as seen in Figure 2. These trainers 
are limited by the paucity of clinically relevant complication   

1Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-898-3
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Figure 1. Shoulder dystocia. Mechanism of shoulder dystocia – retention of 
the anterior shoulder of the neonate above the pubic symphysis. 
Reproduced with permission from Obgynkey.com [10].  

Figure 2. Birthing mannequin simulators.  Leardal’s SimMom 
reproduced with permission [7].  

models, their inextensibility to specific patients, and 
prohibitive costs precluding third world applications. A 
seasoned obstetrician confronted with shoulder dystocia can 
draw from a set of appropriate corrective procedure such as 
the McRoberts maneuver, suprapubic pressure, delivery of 
the posterior arm, and a corkscrew maneuver, just to name 
four. Mannequins often enable only one correct procedure 
that can be invoked, which restricts the instruction. In 
contrast, VR simulation flexibly accommodates an 
inventory of solutions, predictive of the expert’s approach. 
The consideration of competing treatment options is readily 
supported in a suitable VR setting; it is infeasible on a 
mannequin. VR simulation can be personalized by warping 
multi-surface anatomies to a fetal medical image, enabling 
practice on a patient of particular interest. One can 
retroactively warp a set of fetal and maternal anatomies to 
MRI datasets associated with complications [9], accounting 
for risk factors like maternal obesity and twin or premature 
pregnancies, systematically preparing obstetricians for  
worse-case scenarios. Fast-forwarding a few years, this 
project could potentiate midwives worldwide, namely in 
developing countries, through a suite of complication-
embedding patient-specific simulations running on a tablet 
or cellphone, and personalized simulation of their patient of 
interest, imaged with a portable ultrasound scanner [11], 
feasible via Anatomy Transfer (AT) [12]. 

II. MATERIALS AND METHODS

A.  Building on Medical Ontologies and on a Descriptive 
Offline Birthing Simulation 

This paper will sketch a high-level picture of the nascent 
project and preliminary design objectives, while also 
alluding to resources available either through project 
members or open-source tools. The starting point for this 
planned interactive simulation is the work of Parente, Natal 
Jorge et al., [13], the offline birthing simulation represented 
in Figure 3, along with the biomechanical finite elements 
simulation of the maternal pelvic floor, during a simulated 
birth. The main components of the simulation are intended 
with practical clinical requirements in mind. In general, we 
advocate designing a medical simulation based on rigorous 
constraints founded on medical ontologies [14], which 
describe the intervention of the physician in terms of a 
sequence of discrete steps, within an algorithmic workflow. 
To this end, it is useful to exploit as a starting point a typical  

Figure 3. Prior results of Parente, Natal Jorge et al. [13] demonstrating 
birthing simulation under occipito-anterior neonate position and the 
biomechanical impact of these scenarios as pelvic floor stresses.   

workflow that governs the actions of an obstetrician 
confronted with a shoulder dystocia case. In general, to 
make the simulator extensible in the future as well as 
representative of other complications, such as perinatal 
asphyxia uterine rupture, or excessive bleeding, this 
ontological workflow has to embed the typical response, 
such as found in a textbook or paper, to common 
complications. As shoulder dystocia is concerned, the 
workflow depicted in Figure 4 is considered typical [15] and 
can serve as a basis for our clinical requirements. In 
particular, the clinical response emphasizes the gradual 
application of maneuvers of increasing severity from the 
repositioning of the mother and suprapubic pressure, to the 
Corkscrew Maneuver, to Posterior Arm Delivery, to the 
Zavelli Maneuver and cesarean delivery, just to mention 
these few. The decision to transition to the next option, 
more drastic than the current technique, depends on the 
response of the fetus, as to whether or not it advances 
successfully. The implication of such a flexible, responsive 
approach on the part of the expert obstetrician, as a desirable 
training outcome, argues in favor of a VR-based interactive 
simulation, given the relative inflexibility of mannequin-

2Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-898-3
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based training, which tends to emphasize a single solution 
or maneuver. Our expert clinician (AA) argues that the 
Posterior Arm Delivery and corkscrew maneuvers must be 
emphasized in particular by the simulation.  

B. Preliminary Work in Predictive Simulation 

In the prior work of Parente, Natal Jorge et al., [13][16], the 
fetus was considered has having a high stiffness, being 
controlled trough the usage of four control points. The fetus 
movements were optimized and defined in order to present 
the birth canal, the smallest possible fetus head diameter. 
After this manual optimization process, the final childbirth 
simulation was obtained, which included the deformation of 
the pelvic floor muscles. For these muscles a hyperelastic, 
transversely isotropic, constitutive model was used, which 
included the muscles fibers. Therefore, although being an 
advancement in term of childbirth simulation, this initial 
work contained several limitations and shortcomings, that 
we intend to improve upon. 

Figure 4. Obstetrics workflow, adapted from Hill [15], which will serve 

as ontological basis for the simulation. 

C. Overview of Design Approach and High-level Features 

One of the immediate implications of the clinical 
requirements alluded to above is that the anatomical model 
of the fetus used in the VR simulation must be as faithful as 
possible to the biomechanics of the live neonate, in manner 
consistent with a real-time application, in order to enable 
some of the maneuvers encoded in this ontological 
workflow depicted in Figure 4. In particular, while the finite 
elements-based birthing simulation of Parente [13] 
corresponds to the state-of-the-art so far, despite a simple 

four-segment fetal model with folded arms as in Figure 3b, 
the interactive obstetrics simulator underway must have a 
fetus with fully animated limbs, especially biomechanically 
faithful arms, to enable training on the Posterior Arm 
Delivery. If the ObGyn resident were to reach for the 
posterior arm and manage to grip it, the arm must be 
movable and responsive to the intended maneuver. The 
anatomy of the fetus must also realistically respond to being 
nudged outward by the arm. As a result, it is apparent that 
one of the cornerstones of the simulator must consist of a 
dynamic piecewise-rigid simulation of the skeleton, in the 
style of Stanford University’s OpenSim [18], with a haptic 
response provided by a pair of gloves such as Haptx [19].  

Moreover, the original simulation of Parente took 
several hours to run [16], while we must strive to use every 
efficiency possible in order to achieve a real-time response, 
i.e. at least several times a second, with interpolative tricks 
to maintain visual and haptic feedback at suitable rates 
(30Hz,  200 Hz). This real-time requirement leads to several  

Figure 5. Main design features. From top to bottom: 1) patient-specific 
anatomical modeling, via Ziva Dynamics Anatomy Transfer, emphasizing 
a whole-body fetal model and a portion of the maternal anatomy; 2) 
haptics-driven fetal skeletal dynamics based on OpenSim [17]; 3) Deep 
Learning-based simulation of soft-tissue biomechanics based on IMSTK; 
4) bimanual haptics via Haptx gloves.   

important design choices, which are made explicit in Figure 
5, which describes the high-level architecture and design 
features. First, this real-time consideration justifies a highly 
efficient approach to skeletal mechanics of the fetus, based 
on OpenSim [18]. One of the main challenges to this project 
will be to integrate OpenSim musculoskeletal simulation 
with haptics, even simple 6 degree-of-freedom haptics, to 
which end we will first integrate OpenSim with a real-time 
biomechanics simulation platform that also supports haptics: 
the Interactive Medical Simulation Toolkit (IMSTK) [20]. 
Second, and perhaps more critical given the likely soft-

3Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-898-3
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tissue bottleneck, real-time constraints presuppose that we 
adopt the fastest soft-tissue simulation techniques available, 
in conjunction with IMSTK, without which this project 
would be an exercise in futility. To this end, we will be 
exploiting a Deep Learning approach to soft tissue finite 
elements analysis, in the manner pioneered by Mendizabal, 
Cotin et al recently [21], which runs on a comparable real-
time biomechanics platform SOFA. They were able to 
demonstrate two orders of magnitude acceleration over 
comparable finite elements engines: a volumetric beam 
simulation that would typically iterate at 0.5 second on 
SOFA ran at roughly at 4 ms based on Mendizabal’s deep 
neural network implementation. While the SOFA deep 
learning FE synthesis is not yet available in open source, 
there are several DL-based finite elements simulation 
implementations available on GitHub, which could serve as 
a template for IMSTK’s DL approach to finite elements 
analysis, whose implementation details are also published, 
such as Ononenko’s MLFEM in 3D [22][23] and Xu’s  

Figure 6. High-level approach to personalized anatomy computation: 
beginning with a fetal MRI volume, segment the fetal sac and the fetus, 
using a DL approach, trained with a deformable surface model [27] 
[28], use Anatomy Transfer to identify the fetus’ skin surface, register 
bones in a piecewise-affine manner, warp soft tissues to the layer 
between bone and skin, and proceed likewise with maternal anatomy 
visible in the MRI. 

NNFEM in 2D [24][25]. Briefly, the Mendizabal method, 
termed U-Mesh, and the competing techniques also cited 
here all apply a U-Net architecture [26] to estimating 
deformations from a mesh coinciding with the elastic solid 
of interest, based on training achieved by finite elements 
simulations. The original U-Mesh is a parameterized 
function that accepts a {3 x nx x ny x nz} force tensor f as 
input and produces a displacement tensor u of the same size 
as output. Training data for U-Mesh are generated by 
solving a discretized boundary value problem (BVP) with 
the FE method. U-Mesh computations ran over 100 times 
faster than comparable FE simulations also designed for 

interactive processing, typically under 0.01 seconds, with 
graphical processor unit hardware [21]. The difference with 
this application, compared to any other DL elastic response 
simulation that preceded it, is that the fetal soft-tissue 
“envelope” must track the piecewise-rigid motion of the 
limbs: the estimation of the elastic tissue response would be 
intractable without first modeling the skeletal piecewise-
rigid transform, which justifies the use of OpenSim. Ideally 
a detailed representation of muscles of the fetus and their 
activation should serve as the basis for the DL training. 
However, it may in fact be computationally onerous to 
model every muscle in such a detailed manner; an alternate 
solution may lie in an anatomically terse soft tissue layer, 
based on thick shell elements, which wraps over the bone 
scaffold and tracks the motion of the skeleton, in a manner 
first proposed by Parente.  

D. Anatomical modeling and musculoskeletal simulation 

A detailed approach to modeling the musculoskeletal 
anatomy and its corresponding function could involve the 
warping of a descriptive model of the human body and 
associating the activation of each muscle with a tensing or 
flexing of that muscle, as implemented respectively with 
Ziva Dynamics’ Anatomy Transfer technique, as depicted in 
Figures 6 and 7, and Muscle Firing simulation [29]. Our plan 
is to purchase an anatomist-drawn musculoskeletal model of 
a baby, from a digital content company such as TurboSquid 
or CGHero [30][31]. The first author has prior contacts with 
CGHero in particular, such as a ligamentoskeletal model of 
the spine and torso, which is being warped to target CT 
images for scoliosis surgery planning [32][33]. A naïve but 
more quickly computed soft-tissue representation would 
simply involve a simple soft-tissue layer covering the 
skeleton, whose thickness would vary anatomically: thin at 
the hands and feet, slightly thicker in the rest of the limbs 
and head, thickness around the torso. Such an approach 
could be computed as a distance map from the MRI-derived 
bone anatomy of the fetus and modeled with a collection of 
thick shell elements. IMSTK would produce the initial 
simulations that would serve to train the DL-based finite 
elements synthesis.   

In addition to the above strategy for modeling the 
dynamics of the bones and soft tissue, the actual 
personalization of the fetal model will require some form of 
Anatomy Transfer (AT) technique, based on the original AT 
pioneered by Dicko et al., [12], and implemented by Ziva 
Dynamics, as shown in Figure 7.    

The AT technique  consists of an image analysis 
pipeline that uses as inputs a multi-surface musculoskeletal 
atlas and a putative skin surface of the subject, erodes the 
contained volume to model a fat layer, then applies a 
piecewise-affine registration followed by a relatively stiff 
elastic  transformation to map a skeletal model within that 
inner layer, followed by an adjustment of the bone model 
based on a constrained, shape-preserving constrained 
registration and a final soft-tissue interpolation to scale and 
position the soft-tissue (muscle) layer within the fat layer. 
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This technique will be refined further over time based on 
two research tangents: i) accuracy improvements based on 
multi-surface deformable models developed by the author, 
which will imbed shape and pose statistics derived from 
fetal MRI and expert correction, and ii) surface mesh-based 
neural network-mediated automation, founded on a platform 
such as MeshCNN [35], which will obviate user supervision 
for the AT approach. 

E. OpenSim-based Musculoskeletal Simulation 

 Stanford’s OpenSim is the leading open-source dynamic 
musculoskeletal simulation platform (Figure 8). An 
OpenSim Model is a codified description of a 
musculoskeletal system and its dynamics, and represents a 
topological graph of interconnected components [36]. Each 
component represents a self-contained module (biological 
structure, mechatronic device, etc.) comprising the Model, 
and contributes to building the computational system. The 
computational system consists of two parts: (1) the system 
of equations (“System”), which includes constant physical  

(a) 

(b) 
Figure 7. Anatomy Transfer. (a) High-level representation of the AT 
image analysis pipeline, adapted by the first author from Dicko [12]. (b) 
AT software available commercially from Ziva Dynamics [34].  

parameters (mass, dimensions, etc.); and (2) the State, 
which includes all variables in the System that vary over 
time (e.g. joint angles). The developer designs an OpenSim 
Model that represents the physical system; OpenSim 
constructs the computational system of differential and 
algebraic equations that describe Model dynamics. This 
infrastructure will enable us to simulate the piecewise-rigid 

motion of the fetal and maternal skeletons, which will then 
determine deformations undergone by their respective soft 
tissues.   

F. Virtual Reality-based Viewing and Bimanual Kinematics 
Integration with Leap Motion  

Virtual Reality-based viewing and integration with 
bimanual kinematics tracking based on Leap Motion were 
recently proposed in a thesis at University of Porto (M.P). 
This VR application leverages the generic anatomy of the 
mother’s pelvis and the fetal anatomy developed by Parente, 
Natal Jorge and their collaborators. It is described next. 

III. RESULTS AND DISCUSSION

The current VR application emphasizes surface rendering of 
the boundaries of the fetal and maternal finite elements 
model, based on a series of multi-surface snapshots, or static 
visualization models, obtained from the finite elements 
volumetric simulation, in conjunction with the Unity engine 
and a suitable colormap for visualizing biomechanical  

Figure 8. Musculoskeletal (MS) simulation in OpenSim [36]. Movement 
arises from an orchestration of the neural, muscular, skeletal, and sensory 
systems [36][37].  (Reproduced from PLOS One, with CCBY License.) 

Figure 9. VR and bimanual kinematics implementations of Pinto [4], which 
will serve as template for the bimanual haptics-driven implementation on 
IMSTK. Real-time bimanual kinematics in the same 3D workspace as the 
fetus and mother’s anatomy, tracked through Leap Motion’s range-sensing 
analysis [38].  

quantities such as stress magnitude [39]. This group also 
recently developed a template for our future bimanual 
simulation, based on Leap Motion tracking of the users 
hands, as shown in Figure 9 [38][39]. Obviously, the 
LeapMotion only keys on kinematics but does not imbed 
force feedback, which will be a requirement that is provided 
by the Haptx gloves, which will be supported in our final 
implementation [38]. IMSTK supports Unity-based 3D 
graphics as well as a variety of haptic devices [20]. 
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IV. CONCLUSIONS AND FUTURE WORK

This paper centered on the nascent development of an 
interactive, patient-specific obstetrics simulator, based on 
substantial clinical justification. The foundation of this effort 
is the work of the Porto-based senior author’s on predictive 
birthing simulation, featuring generic models of the fetus and 
of the mother. A second cornerstone that now makes this 
project feasible is the advent of deep learning-based 
approaches to simulating biomechanical finite elements, 
some of which is publicly available on GitHub. In addition, 
leveraging leading simulation toolkits, namely IMSTK and 
OpenSim, also is essential to achieving success. The bulk of 
the future work will center on the challenge of this 
integration between skeletal motion and soft-tissue layers 
surrounding this motion. Lastly, the application of a medical 
image analysis pipeline for personalizing these anatomical 
models, including the use of Ziva Dynamics’ Anatomy 
Transfer software, as well as tools like SLICER and Insight 
Toolkit for medical image analysis, is also essential to 
achieving clinical relevance. The advantage of proceeding 
this way, while determining the requirements of the 
simulation based on medical ontologies, is that worst-case 
scenarios can be effectively synthesized, by artificially 
worsening cases of shoulder dystocia (increasing the size of 
the fetus’ head for example) or making the umbilical cord 
take an inopportune path.  Downstream of this simulation 
implementation, it will also be feasible to exploit portable 
ultrasound scanners, while potentiating the work of 
midwives in countries with limited access to obstetricians.    
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Abstract— Long QT Syndrome (LQTS) is associated with 

cardiac arrhythmia and sudden cardiac death. The Long QT 

Type 2 (LQT2) phenotype, which accounts for 35–40 % of all 

LQTS patients, is caused by mutations in HERG gene. The 

mechanisms of arrhythmia in presence of LQT2 conditions are 

not fully understood. We utilized anatomically and 

electrophysiologically realistic numerical simulations to 

elucidate the mechanisms of arrhythmia initiation in presence 

of blockade in rapid component of delayed rectifier potassium 

current, IKr. We utilized a 3D finite element model of rabbit 

ventricles integrated with His-purkinje network to simulate 

whole heart response to LQT2 conditions. We observed that the 

loss of IKr function produced more severe phenotype in cardiac 

Purkinje cells than that in ventricular myocytes. Our 

simulations also revealed that arrhythmia susceptibility is 

increased when there is a loss of IKr functionality.  Our multi-

scale computer modeling results provide useful insights into the 

potential mechanisms of arrhythmia in LQT2 conditions. 

Keywords-Long QT Syndrome(LQTS); Cardiac modeling; 

Arrhythmia; Reentry;Purkinje fibers. 

I.  INTRODUCTION  

The Long QT syndrome (LQTS) is an acquired or 
congenital cardiac electrical disorder characterized by the 
prolongation of the QT interval on an ECG, which is 
associated with life-threatening ventricular arrhythmias and 
sudden cardiac death [1]–[3]. Gene mutations in KCNQ1 (the 
gene that encodes slow delayed rectifier potassium current, 
IKs), HERG (the gene that encodes rapid delayed rectifier 
potassium current, IKr), and SCN5A (the gene that encodes 

fast inward sodium current, INa) are responsible for LQT1, 
LQT2, and LQT3 respectively, which account for 95% of the 
congenital LQTS in patients [3]–[5]. In LQT2, mutations in 
HERG cause partial or complete blockade of IKr which delays 
the repolarization process causing action potential (AP) 
prolongation and subsequent prolonged QT interval in ECG. 
A myriad of IKr-blocking drugs, such as E-4031 
(benzenesulfonamide), dofetilide or D-sotalol, may also lead 
to drug-induced LQTS [2]. Arrhythmia occurrence has been 
well documented in LQT2 patients, but exact mechanisms are 
still poorly understood.  

Numerical biophysical models with high fidelity can offer 
the missing mechanistic link between experimental or 
clinical findings and their therapeutic implications. 
Fortunately, very advanced biophysical computer models, 
numerical techniques and computing facilities are available 
today to conduct realistic “numerical experiments”. We have 
used detailed computer modeling to study the functional 
effects of various cardiac mutations [6]–[8] as well as to 
investigate complex arrhythmia mechanisms [9][10]. Iyer et 
al. used computer models of Purkinje Cell (PC) and 
Ventricular Myocyte (VM) to study alterations in channel 
functions in different LQT phenotypes and concluded that the 
His-Purkinje system (PS) may represent an important 
therapeutic target for heritable channelopathies [11]. 

Seemann et al. [12] used a heterogeneous and anisotropic 

three-dimensional computational model of the human 

ventricles to study LQT1, LQT2, and LQT3. Recently, 

patient-specific numerical models of LQTS using human 

induced pluripotent stem cell derived cardiomyocytes 
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(hiPSC-CMs) have been used to investigate the loss of 

repolarizing currents on AP abnormalities [3][13][14]. The 

high incidence of LQT2 compared to other LQTS types 

except for LQT1 [15] and the significant consideration of the 

blockade of HERG channels in the developmental process for 

new drugs makes it more imperative to have a complete 

understanding of the mechanisms of LQT2 [16]. 

In this paper, we present a multiscale computer modeling 

approach to investigate the effects of complete or partial IKr 

blockade at single cell and 3D ventricular anatomy levels in 

rabbit heart. The effects of IKr block on AP morphology in 

two cell types: ventricular myocytes (VM) and cardiac 

Purkinje cells (PCs), and implications on reentry initiation in 

ventricles were studied systematically.  

This paper is composed of four main sections. In section 

1, which is the introduction, gives an overview of LQTS. A 

literature review on how LQTS has been studied both in 

simulation and experimentation. It then follows up with a 

justification for studying LQT2 syndrome and the approach 

we used for the studies. Section 2 describes how we 

performed single cell biophysical and 3D anatomical 

simulations respectively. We further explained how reentry 

was initiated in the 3D anatomical model. The results section 

follows section 2, and it gives an account of the observations 

from our simulations. In section 3(discussion), we discussed 

our results and compared them to our findings in literature. 

The last section(conclusion) provides a summary of our work 

and the outcomes likely to result from it. 

II. METHODS 

A. Single cell Biophysical Simulations 

Single cell AP simulations were performed using rabbit 
VM biophysical model by Mahajan et al. [17] and rabbit PC 
model by Aslanidi et al. [18]. Both models were paced at 500 
ms basic cycle length (BCL) for 50 sec to attain steady state 
before they were used in simulations. IKr was blocked from 
0% (Control) to 100% (complete blockade) by applying 
corresponding scaling to the maximum conductance of IKr and 
its effect on AP durations at 50% and 90% repolarization 
(APD50 and APD90, respectively) were studied in both tissue 
types. 

B. 3D Anatomical Simulations 

The 3D simulations were performed in a rabbit ventricular 
anatomical model. The model consists of a finite element 
tetrahedral mesh, based on the San Diego rabbit heart [19], 
consisting of 547,680 myocardial nodes (862,515 nodes 
including surrounding bath and cavities), with an average 
internodal spacing of 250 μm (see Figure 1). LV and RV stand 
for are left ventricle and right ventricle, respectively. 

The PS comprised of a branching network of one-
dimensional cubic Hermite elements. PS nodes were 
separated by discrete gap junctions that were modeled as fixed 
resistances. The purkinje-myocardial junctions (PMJs) were 
modeled as resistive junctions as described in [20]. The 
electrical activity in the tissue was modeled by bidomain  

 
Figure 1. 3D computational mesh of rabbit ventricles integrated with PS 
(green color) used in our study. The inset shows the mesh discretization.  

 

equations as described elsewhere [10][20]. The intracellular, 

𝛷𝑖 and extracellular,  𝛷𝑒 potentials are related through the 

transmembrane current density, 𝐼m by the equations: 
 

 ∇. (σi̅ +  σ̅e)∇Φe =  −∇. σi̅∇Vm − 𝐼e 

 

(1) 

 ∇. σi̅∇Vm =  −∇. σi̅∇Φe + 𝛽𝐼m 

 

(2) 

 
𝐼m =  Cm

∂Vm

∂t
+ 𝐼ion(Vm, ν) − 𝐼trans 

(3) 

 
, where σi̅ and σ̅e are the intracellular and extracellular 

conductivity tensors respectively, 𝛽 is the surface-to-volume 

ratio of the cardiac cells, 𝐼trans is the transmembrane current 

density stimulus as delivered by the intracellular electrode, 𝐼e 

is the extracellular stimulus current density, Cm  is the 

membrane capacitance per unit area, Vm is the transmembrane 

voltage which is defined as 𝛷𝑖 − 𝛷𝑒
 and 𝐼ion  is the current 

density flowing through the membrane ionic channels which 

depends on the transmembrane voltage and several other 

variables ν [28]. 
The membrane biophysics of ventricular myocardium (V) 

was simulated by Mahajan et. al. model [17] whereas that of 
Purkinje network was simulated by Aslanidi et al. model [18].   

To simulate sinus rhythm activity, stimulus was applied to 
the top nodes of His bundle with BCL of 500 ms for at  
least 5 sec before any simulation protocol was applied. To 
ascertain the cardiac activity in the presence of LQT2 
phenotype, maximum conductance of IKr   in both V and PS 
was reduced by a percentage (25% block, 50% block and 
100% block). Pseudo ECGs were generated by extrapolating 
the extracellular potentials to approximate limb locations for 
leads I, II and III. 

C. Reentry Induction Protocol 

Reentry was simulated by S1-S2 protocol for Control and 
100% IKr block in V and PS. The myocardial conductivity in 
the model was reduced by 50% to slow the conduction and 
accommodate reentry wavelength in the tissue. Both models 
were paced at His with BCL of 500 ms for 5 sec to simulate 
sinus rhythm (S1). Then an ectopic stimulus (S2 stimulus) 
was delivered to a quarter region of myocytes on the right 
ventricle. The S1-S2 duration was varied between 200-300ms  
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in the steps of 10 ms to determine a window of vulnerability 
to reentry initiation. The S1-S2 duration was varied in steps 
of 1-5ms within the window of vulnerability to allow fine-
grain control of the timing at which reentry occurs. The 
reentrant activations were classified as tachycardia if they 
were sustained beyond 500 ms duration. 

The 3D simulations were performed using Cardiac 
Arrhythmia Research Package (CARP), an in-silico cardiac 
simulator [21]. Single cell simulations were performed using 
bench utility in OpenCARP simulator [21]. All simulations 
were performed on High Performance  
Computing (HPC) facilities of Old Dominion University 
(ODU) using 40 computing nodes and 2GB of physical 
memory per node. 

III. RESULTS 

A. Ventricular myocyte and Purkinje cell action potential 

Figures 2A and B show the rabbit AP for both the VM 
and PC from the single cell simulations with varying IKr block 
ranging from 0% (Control)to 100% (complete blockade). 
Both the VM and PC APs exhibited the characteristic spike 
and dome morphology. In VM, the APD90 was prolonged by 
13% as compared to the Control when IKr was completely 
blocked (192 ms in Control vs. 216 ms in 100% block).  The 
effect of IKr block in PC was more severe in which the APD90 
was prolonged by 26% when IKr was blocked completely  

 

TABLE 1. APD90 AND PERCENTAGE PROLONGATION FOR 0%, 

50%, 75% AND 100% IKR BLOCK IN VENTRICULAR MYOCYTE 

(VM) AND PURKINJE CELL (PC) MODELS. 

IKr block VM PC 

 APD90 
(ms) 

% Prolongation APD90 
(ms) 

% Prolongation 

0% 
(Control) 

192 0 267 0 

50% 203 6 299 12 

75% 209 9 317 19 

100% 216 13 336 26 

  

(267 ms in Control vs. 336 ms in 100% block). Table 1 lists 
the percent prolongation in APD90 for various extents of IKr 
block in VM and PC models.  

B. Pseudo-ECG Recordings During Sinus Rythm  

Pseudo-ECGs for the primary three leads (I, II and III) 
were derived during sinus rhythm for Control and IKr block 
models. Figure 3 shows Lead I ECGs during sinus rhythm 
with aligned QRS for comparison. The QT prolongation was 
evident when IKr was blocked, and the extent of QT 
prolongation increased with the extent of IKr blockade.The 
QT duration measured was 94ms, 100 ms, 104 ms, and 114 
ms for the control, 50% IKr, 75% IKr and 100% IKr block, 
respectively. 

C. Window of Vulnerability to Reentry  

Figure 4 summarizes the outcome of S1-S2 stimulation in 
Control and 100% IKr block models. If S2 stimulus occurred 
too soon, it was blocked by the refractory tissue (grey region). 
Whereas if S2 occurred too late, it was conducted by the 
entire ventricular tissue causing a premature excitation (blue 
region). When the S2 stimulus occurred when the tissue is 
partially excitable, more complex interactions were observed. 
In this case, the timing of the ectopic stimulus yielded the 
following consequences: 1) when myocytes in the vicinity of 
the stimulus were excitatory and right bundle branch (RBB) 
was excitatory, the ectopic stimulus induced activations in the 
right ventricle, which were picked up by the right distal 
purkinje fibers and conducted retrogradely through the PS.  

The retrograde activations spread rapidly through the 
RBB exciting the left bundle branch (LBB) and the left 
ventricle, and 2) when myocytes in the vicinity of the 
stimulus were excitatory but the RBB was refractory, the 
right purkinje fibers blocked the activity from spreading 
through the RBB. The activations spread to the left ventricle 
via transseptal conduction instead. These two scenarios 
resulted in reentry and ventricular tachycardia (red region).  
It is also evident from the figure that the window of 
tachycardia occurrence is extended significantly when IKr is 

Figure 2. Action Potential Morphology. A: AP of ventricular 

myocyte for control, 50%, 75% and 100% IKr block. B: AP of the 

purkinje cell for control, 50%, 75% and 100% IKr block. 

 

Figure 3. Lead I Pseudo ECG recording for Control,50%,75%, and 

100% IKr block during sinus rhythm. 

 

10Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-898-3

SIMUL 2021 : The Thirteenth International Conference on Advances in System Simulation

                           19 / 111



blocked. Thus, the ventricles are more susceptible to 
arrhythmia in presence of IKr block induced LQT2 phenotype. 

D. Simulated Reentry Mechanism 

Figure 5 shows a typical activation sequence in presence 
of 100% IKr   block for a reentry duration that lasted at least 
500 ms hence was referred to as tachycardia. The ectopic 
stimulus was delivered when the S1-S2 interval was 240 ms. 
When the ectopic stimulus was applied, the RV myocytes in  
the vicinity of the stimulus were excitatory while the RBB  
was refractory (Figure 5A). The ectopic stimulus induced 
activations in ventricles which were picked up by right distal 
PS network (see Figure 5A black arrow, V- P). 

However, the excitation within the PS was blocked by the 
refractory RBB, thus preventing retrograde propagation 
towards the LBB. Excitations spread to the left ventricle via 
transseptal conduction (Figure 5A, white arrow). Due to the 
slowed conduction in the septum, the LBB recovers 
completely before the activation is picked up by the left distal 
PS network (Figure 5B). The activation excites the LBB 
which conducts retrogradely to the RBB, thus exciting the 
right PS and RV (Figure 5B, white arrow).   

At 5500 ms, stimulus from the His bundle is blocked by 
both the RBB and LBB because both branches are refractory. 
Retrograde propagation from the LBB to RBB between 5500 
and 5700 ms (Figure 5C) experiences a conduction block 
(CB) (Figure 5C, blue arrow). Excitation spreads to the right 
via transseptal conduction. Both bundle branches were now 
excitable as excitation reached the right (Figure 5D). 
Excitation from the ventricle (Figure 5D, black arrow, V-P) 
excites the RBB. Retrograde propagation (Figure 5D, yellow 
arrow, P-P) through the RBB reached the LBB, exciting it 
and the LV. Similar excitation pattern continued throughout 
the duration of tachycardia. 

IV. DISCUSSION 

In this study, we utilized single cell biophysical models of 
ventricular myocyte and Purkinje cell as well as 3D 
anatomical model of ventricles to investigate the susceptibility 
to arrhythmia in presence of HERG mutation leading to loss 
of IKr function. The main findings of our numerical study 
include: 1) loss of IKr function results in prominent QT 
prolongation in ECG, 2) the effects of IKr blockade on AP 
morphology are more severe in cardiac  

purkinje cells than that in ventricular myocytes, 3) the loss of 
IKr function increases the spatial dispersion of repolarization 
and refractoriness resulting into increased vulnerability to 
reentry and ventricular tachycardia, and 4) the His-Purkinje  
system plays an active role during maintenance of 
tachycardia. 

A. AP Morphology in PC vs. VM 

The characteristic spike and dome morphology was more 
prominent in the rabbit PC than in VM. Higher peak density 
of transient outward current (Ito) has been reported in rabbit 
PCs than ventricles [22] which produces the characteristic 
early repolarization in PCs. The inward rectifying potassium 
current (IK1), which is responsible for keeping the cell at rest, 
is smaller in PC [22] than in ventricles. This results in a larger 
diastolic membrane resistance in PC allowing small charge 
displacements to cause significant changes in the membrane 
voltage [23]. The higher resistance accounts for the more 
substantial change in APD90 in PCs than VMs. IKr is the 
prominent repolarizing current in PCs. PCs also exhibit lower 
repolarization reserve than in VMs [27], hence the effects of 
IKr block on AP prolongation are more significant in PCs than 
VMs.   

B. QT Prolongation in Pseudo-ECG 

The limited availability of more definitive tests for LQTS 
makes ECG very important in its diagnosis [6]. Single-cell 
studies can only determine how much an APD is altered and 
cannot quantify the percentage QT prolongation. The 
widespread distribution of electrical pulses throughout the 
ventricles is mediated by the PS, and there is a significant 
change in the behavior of PS when it is coupled to a large 
mass of ventricular muscle [14] due to electrotonic loading. 
Our 3D model comprised of an integrated His-PS network 
which is capable of reproducing myocardial loading effects. 
Our model was able to successfully reproduce the prolonged 
QT interval and prominent notching of the T in ECGs 
corresponding to the loss of IKr as reported previously [6]. 

C. Arrhythmia in LQTS 

Repolarization in cardiomyocytes depends on a delicate 
balance between various ionic currents. Abnormal 
repolarization of the AP provides a substrate for life-
threatening cardiac arrhythmias. Early afterdepolarizations 

Figure 4. Conduction outcomes during reentry induction by S1-S2 window. 
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 (EADs), which are abnormal membrane depolarizations 
during the plateau or the repolarization phase of an AP, are 
thought to be responsible for arrhythmia initiation in LQTS. 
EADs increase substrate vulnerability (by increasing APD 
dispersion) and promote triggers for reentry formation [19]. In 
vivo monophasic AP recordings from the LV endocardium of 
rabbits induced with polymorphic ventricular tachycardia was 
preceded by deflections consistent with EADs in the 
monophasic APs [24].  The mutations in the HERG channel 
can prolong APD sufficient to generate EADs which may 
trigger life-threatening arrhythmias [25]. Electrophysiological 
studies of transgenic LQT1 and LQT2 rabbits reported 
prolonged APD and QT intervals; however atrioventricular 
(AV) blocks and polymorphic ventricular tachycardia were 
developed only in LQT2 rabbits [26].  

In our study, we demonstrated tachycardia induction by 
applying a premature stimulus, which has a similar effect of 
EAD-induced tachycardia. More simulations are warranted to 
establish the mechanisms for increased susceptibility of the 
ventricular conduction system to trigger EAD-induced 
arrhythmia in LQT2 conditions. 

V. CONCLUSION 

We presented a multiscale numerical simulation study to 
investigate the arrhythmogenic effects of HERG channel 
block producing an LQT2 phenotype. Our model was able to 
reproduce clinically observed QT prolongation in ECG as a 
result of IKr block. Our study revealed that, a complete IKr 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
blockade results into more severe phenotype in Purkinje cells 
than in ventricular myocytes. The window of susceptibility to 
reentry that degrades into tachycardia was significantly 
prolonged in presence of IKr block. Our simulation outcomes 
may provide vital insights into the mechanisms of arrhythmia 
susceptibility as observed in LQT2 patients.  
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Abstract— Severe adolescent idiopathic scoliosis (AIS) is 

corrected by surgical procedures that necessitate ligament 

releases. To determine appropriate release allotments, soft 

tissues must be localized on a patient-specific basis. However, 

routine computed tomography (CT) imaging precludes 

traditional, voxel-based soft tissue localization. Fortunately, 

recent studies have proposed top-down segmentation methods, 

which elucidate soft tissues using pre-operative CT volumes. 

While the accuracy of vertebral segmentations obtained from 

these methods has been determined, the accuracy of soft tissue 

segmentations has not. To ensure the soft tissue segmentation 

methods are clinically applicable, soft tissue validation must 

occur. This study presents an evaluation measure for surmised 

soft tissues, accomplished through the use of synthetic CT 

(sCT) volumes. The sCTs have geometrically scoliotic shapes 

and provide ground truth information, which was used to 

evaluate soft tissue segmentations and establish their clinical 

utility. This proposed validation method is achieved fully in 

silico and is generically applicable, allowing future soft tissue 

elucidation methods to be assessed. 

Keywords-patient-specific modeling; osseoligamentous mesh; 

synthetic CT; in silico validation; adolescent idiopathic scoliosis. 

I.  INTRODUCTION 

A. Background 

Adolescent idiopathic scoliosis (AIS) affects about 30 
million individuals worldwide [1]. If not resolved, AIS can 
lead to serious back problems, decreased lung capacity, and 
heart damage. AIS treatments depend on the patient’s 
primary, lateral spine curvature. Severe curvatures, defined 
by angles greater than 45 degrees, are resolved with invasive 
surgical interventions like posterior spinal fusion (PSF) 
[1][2]. PSF surgical outcomes seek to prevent progression, 
maintain coronal and sagittal alignment, level the shoulders, 
correct the spinal deformity, and preserve motion segments 
[1]. Prior to PSF operations, computed tomography (CT) or 
biplanar X-ray imaging is used to evaluate curvature angles 
and determine correction strategies [3]. Unfortunately, such 
images provide little understanding as to how patients will 
respond intraoperatively during corrective procedures [4]. 
Thus, extra steps to mobilize the spine are performed, 
resulting in increased morbidity, operating room time, and 
patient blood loss [5]. To make operations safer and more 

efficient, patient-specific, biomechanical, finite element (FE) 
simulations may be used to explore various corrective 
strategies and approaches [6]. FE biomechanical simulation 
offers risk-free ways to determine necessary corrective 
forces when multi-material, volumetric meshes encompass 
all patient anatomy, including soft tissues [7]. Unfortunately, 
the nature of pre-operative CT and X-ray imaging modalities 
makes it nearly impossible to localize soft tissues and 
determine required ligament releases needed to mobilize the 
spine during PSF correction. 

B. Related Work 

A recent method for ligament segmentation using a top-
down segmentation approach, based on anatomy that is 
conspicuous in CT imaging, has been proposed [8]. By 
exploiting an osseoligamentous computer-aided designed 
(CAD) mesh, context-aware deformable registration of the 
osseoligamentous mesh onto vertebral anatomy of CT 
imaging allows for the position of volumetric soft tissues, 
including ligaments, to be surmised on a patient-specific 
basis. Fig. 1 shows the method. While registration accuracy 
of this method has been evaluated for anatomy conspicuous 
in CT and magnetic resonance imaging (i.e., vertebrae and 
intervertebral discs, respectively), validation of the ligament 
positioning has not been performed. Such validation requires 
that ground truth segmentations of ligaments within CT 
images be known. However, if ground truth ligament 
segmentations could be obtained manually, the need for top-
down segmentation would be obviated: bottom-up, voxel-
based methods would be sufficient to determine ligament 
positions. The inability to obtain expertly segmented ground 
truth ligaments presents a serious roadblock. One option for 
the elucidation of ligament ground truths is through synthetic 
CT (sCT) imaging. Literature describing synthetic image 
creation is often focused on the conversion of sCTs from 
other imaging modalities, namely magnetic resonance 
imaging (MRI). Methods creating sCTs are wide-ranging 
and use simple algorithms or computationally expensive, 
conditional generative adversarial networks [9][10][11]. 
However, these methods disregard the soft tissues that are 
conspicuous within MRIs but are non-conspicuous in CTs 
and do not transfer soft tissues information during MRI to 
sCT conversion. 
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Figure 1.  Tapp et al. overview [8].  (Left to right) The method begins with an osseoligamentous CAD torso, with red and green coloring for bones and soft 
tissues, respectively. Then a patient CT is fed to a neural network, which automatically outputs vertebrae segmentations. CAD vertebrae and vertebrae 

segments are affinely aligned using a corresponding particles system. This is followed by elastic deformations of the CAD to a patient-specific mesh. 

Therefore, an alternative scoliotic sCT volume creation 
method that maintains soft tissue positioning information is 
necessary [12]. The method benefits from having its 
foundation rooted in FE analyses. While many FE studies 
have explored AIS etiology, they end after scoliotic 
induction is completed [4][13][14]. If post-study FE meshes 
containing volumetric or 3-dimensional (3-D) ligaments are 
converted to sCT volumes, the ligament ground truth 
segmentation roadblock may be circumvented. AIS-shaped 
sCT volumes would have corresponding ligament ground 
truths, provided by the FE meshes. The ligament positions 
surmised by the top-down segmentation approach could then 
be validated with the FE mesh-based ground truths. This 
validation would assist in substantiating methods that 
localize ligaments in routine CT and X-ray imaging; again, 
these methods provide a critical step toward determining the 
minimum number of ligament releases required to mobilize 
the spine when AIS patients undergo PSF operations. 

This study examined the accuracy of all anatomy 
generated by the top-down segmentation approach using an 
sCT-based validation measure, which provided 3-D ground 
truth segmentations for vertebrae, intervertebral discs (IVDs) 
and other soft tissues. sCT volumes were generated for the 
lumbar and thoracolumbar sections of the spine with a 
conversion method that harnesses FE meshes, which contain 
3-D bone and soft tissue structures and have been deformed 
by FE analysis methods to appear geometrically scoliotic. 
After applying the top-down segmentation method of Tapp 
et al. to the sCT volumes, the surmised, patient-specific 
anatomy is compared to its respective ground truths. This 
contribution provides the medical image analysis community 
with the means to verify the accuracy of methods surmising 
soft tissues, which are practically impossible to manually 
segment.  

II. METHODS 

A. Creating Synthetic CT Volumes 

The FE spine mesh with 3-D ligaments was developed 
into a synthetic CT volume that is geometrically scoliotic 
with the process seen in Fig. 2. The process begins by 
running FE analyses on FE spine meshes. All FE spine 
meshes contain tetrahedral, 4-node elements that represent: 
cortical bone, trabecular bone, posterior bone, vertebral 

endplates, cartilaginous endplates, nucleus pulposus, annulus 
matrices, annulus fibers and any spinal ligaments. Material 
properties for elements of all the FE spine mesh are derived 
from published studies and are shown in Table 1 
[15][16][17][18]. A neo-Hookean model represents only 
trabecular and posterior bone, the nucleus pulposus and both 
endplates. Cortical bone uses an orthotropic elastic material. 
The annulus fibrosus is represented with a compressible 
Holmes-Mow matrix model and fiber components that apply 
an exponential power law to describe strain energy density. 
All 3-D ligaments use the same viscoelastic, coupled, 
transversely-isotropic Mooney-Rivlin material, which was 
experimentally determined [17][18]. This study utilized 
FEBio for FE analysis because of its credibility and open-
source availability [19]. Scoliotic shapes were induced 
phenomenologically, by applying simplistic boundary 
conditions to FE spine meshes. Linear, prescribed, transverse 
displacement was applied to all nodes comprising the bony 
structure of the most central vertebra. To imitate that FE 
spine was part of a larger column, upper vertebral endplates 
of the most superior vertebrae and lower vertebral endplates 
of the most inferior vertebra were fixed. Linear boundary 
conditions were continuously applied in a transient manner 
until a subsequent time step caused deformations that 
prematurely terminated the run of the FE analysis. 

Once the FE spine meshes undergo FE analyses to appear 
scoliotic, meshes are converted to sCT volumes. First, FE 
spine meshes are exported as triangular surface meshes, and 
the surface mesh is resampled into a volume using a true CT. 
The resampling maintains the mesh’s structure but adjust its 
size and spacing to match that of the true CT. Then, using 
Elastix, the true CT is deformably registered onto the newly 
created mesh volume, which is structurally identical to the 
surface mesh it was created from [20]. This volume-to-
volume registration method consistently transfers Hounsfield 
unit values from the true CT to the sCT. A mask that 
obscures bone bereft portions of the true CT will explicitly 
preserve the original image intensity values that surround 
bony structures of the true CT and rapidly produce sCT 
volumes with Hounsfield unit (HU) intensity values for all 
portions of the image. The triangular surface mesh that was 
exported after the FE analysis is the ground truth for the sCT. 
The ground truth can be stripped of bone or soft tissues to 
allow for the use of each type of anatomy, as needed. 
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TABLE I.  MATERIAL PROPERTY CONSTANTS OF THE FE MESHES  

Structure Materials Property Constants Ref 

Cortical 

bone 

Orthotropic          

elastic 

E1 = 8k MPa, E2 = 8k MPa, 
E3 = 12k MPa, v12 = 0.4, 

v23 =   0.3, v31 = 0.35 

15,16 

Trabecular 

bone 
Neo-Hookean E = 100 MPa, v = 0.2 15,16 

Posterior 

bone 
Neo-Hookean E = 3500 MPa, v = 0.3 15,16 

Vertebral 
endplate 

Neo-Hookean E = 1000 MPa, v = 0.3 15,16 

Cartilagino

us endplate 
Neo-Hookean E = 23.8 MPa, v = 0.42 15,16 

Nucleus 

pulposus 
Neo-Hookean E = 1 MPa, v = 0.49 15,16 

Facet 

cartilage 
Neo-Hookean E = 30 MPa, v = 0.4 15,16 

Annulus 

matrix 
Holmes-Mow E = 1 MPa, ẞ1 = 3.4 15,16 

Annulus 

fibers 

Fiber-exp-

power 

𝛼2 = 65, ẞ3 = 2, ξ4 = 0.296 

MPa 
15,16 

3-D 

Ligaments 

Coupled 

transversly-

isotropic 
Mooney-Rivlin 

c1 = 2.1660 MPa, c3 = 
0.2677 MPa, c4 = 83.0594, 

c5 = 535.5720, k5 = 

436.845 MPa, 𝜆6= 1.0498 

17,18 

a. For 3-D ligaments: 1: exponential stiffening coefficient, 2: coefficient of exponential argument, 3: 

power of exponential argument, 4: fiber modulus, 5: bulk modulus, 6: max fiber straightening stretch 

 

Figure 2.  Overview of the FE mesh to sCT volume method [12]. The FE 

mesh is deformed, converted to an image registered with a true CT volume. 

B. Generating Volume-Specific, Osseoligamentous Meshes 

While more details can be found in the manuscript by 
Tapp et al., a brief outline of how to develop a volume-
specific osseligamentous spine mesh is described below. As 
mentioned, because of the inconspicuous presentation of soft 
tissues in CT imaging, segmenting ligaments by intrinsic 
voxel-based or neural network (NN) techniques is precluded. 
Therefore, the top-down, segmentation approach must begin 
with an anatomist-developed CAD mesh of a torso. The 
torso’s structure is characteristic of a healthy, average, adult 
human and contains bone, ligament, and some other soft 
tissues, but no muscle. The deformable registration process 
of the CAD mesh first requires it to be approximately 
positioned within the CT image space. To accomplish this, 
vertebral segmentations, attained from the sCT using a deep 
learning NN, are utilized as a basis for the positioning of the 
CAD mesh vertebrae. The deep learning NN obtains 
vertebral segmentations in a fully automatic, 3-step, coarse-
to-fine process [21]. The first step predicts approximate x 

and y coordinates of the spine as x̂spine ∈ ℝ2 using a U-Net 

variant. The second step localizes the center of the vertebral 
bodies through a Spatial-Configuration-Net (SC-Net), which 
is comprised of 2 components that work together to 
determine local landmark appearance while considering the 

landmark’s spatial configuration. The predicted spine 
coordinate x̂spine of the first step is used to narrow the 
portions of the sCT processed. Finally, individual vertebrae 
are segmented with the same U-Net variant as in Step 1. The 
centroids output by SC-Net provide a semantic label that 
crops the region around the landmark, allowing vertebrae to 
be segmented at full resolution and independently of one 
another. The resulting output segmentations are resampled to 
their original input position in the overall sCT volume. The 
CAD meshes are then aligned to relevant sCT image space 
by an affine transformation that exploits these NN-derived 
vertebrae segmentations. The CAD vertebrae meshes and the 
NN vertebrae segmentations are populated with surface 
particles that spatially correspond between both vertebrae’s 
surfaces [22]. The particles guide an initial affine transform. 

After the affine transform of the CAD mesh onto relevant 
sCT space, the CAD mesh is deformably registered [23]. 
This occurs by lumping all CAD mesh vertices as a single 
mass component, which is driven toward pertinent CT 
voxels. The meshes’ vertex motions are solved using an 
implicit Euler scheme that determines Newtonian dynamics-
based forces described by ∱i = 𝛼i(Ri - Pi), where Pi is a vertex 
position and ∱i is the force that attracts Pi towards its target 
vertex, Ri. Weighting factors consider image gradients and 
upper-quartile voxel intensities to encourage CAD vertebrae 
deformation toward highly conspicuous aspects of the sCT, 
i.e., the sCT’s vertebrae. Simultaneously, anatomy around 
the vertebral portions of the CAD mesh is locally deformed 
due to the vertices mass grouping, surmising positions of soft 
tissues, such as ligaments, that are inconspicuous in the sCT. 

C. Validation Metrics 

Several validation metrics were employed to evaluate the 
volume-specific meshes generated through the deformable 
registration of the osseoligamentous CAD mesh onto sCT 
volumes. The metrics compare the post-registered meshes 
with their respective ground truth segmentations, which are 
given during the FE spine mesh to sCT conversion pipeline. 
The volume-specific meshes are converted to segmentations 
prior to comparison to their ground truths. For more detailed 
descriptions of the comparisons utilized, we refer the reader 
to Yeghiazaryan & Voiculescu [24]. Briefly, three accuracy 
metrics for segmentation that are commonly considered to be 
gold standards are described. The first metric, Dice similarity 
coefficient (DSC), volumetrically compares the number of 
segment elements that overlap with the total elements found 
in the ground truth segmentations; the DSC of a segment 
compared to itself would be 1. A second metric, average 
Hausdorff distance (aHD), compares the overall surfaces of 
segmentations, measuring disparity, in millimeters (mm), 
between the surface a segmentation and the corresponding 
surface of its ground truth. The third metric is Intersection 
over Union (IoU), also known as Jaccard similarity. This 
metric is quite similar to DSC, but penalizes false positives 
to a greater degree. Again, a segment compared to itself is 
equal to 1. Additional metrics that are not described in detail 
are: 95th percentile HD (95%) in mm, sensitivity (SE), 
specificity (SP), false positive rate (FP) and false negative 
rate (FN). 
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III. RESULTS 

A. Synthetic CT Volumes 

The CAD-based FE meshes with 3-D ligaments were 
deformed using prescribed displacement to create a scoliotic 
curve profile. For the CAD-based lumbar mesh, the L3 
vertebra was displaced by 5.1 mm and for the CAD-based 
thoracolumbar mesh, the T10 vertebra was displaced 6.5 
mm. The two CAD-based meshes were then successfully 
converted into two sCT images using true CT volumes from 
their respective anatomical regions. The lumbar sCT volume 
is seen in Fig. 2 and the thoracolumbar sCT volume is shown 
next to its true CT in Fig. 3. Both sCT volumes had voxel 
intensity values that remained consistent with their true CT 
counterparts. sCT voxel values ranged from -1272 to 1716 
HUs. Fig. 4 shows histograms that reflect HUs of the lumbar 
and thoracolumbar sCT volumes and their true CTs. 

 

           

Figure 3.  The thoracolumbar sCT (right side) and its true CT (left side). 

 

  

 

 

 

Figure 4.  From top to bottom: histograms of the true lumbar CT, lumbar 

synthetic CT, true thoracolumbar CT and thoracolumbar synthetic CT. 

B. Validating Volume-Specific, Osseoliagmentous Meshes 

NN training was done with CT data of MICCAI’s VerSe 
grand challenge (verse2020.grand-challenge.org/). Training 
and testing was performed with Tensor-flow using a mini-
batch size of 1 for all networks, 10,000 iterations for the 
spine localization network, 50,000 iterations for the 
vertebrae localization network and 50,000 iterations for the 
segmentation network. The Adam optimizer with a 10-4 
learning rate was used for Modified U-Nets; the Nesterov 
optimizer at a 10-8 learning rate was used for SC-Net [21]. 

Both volume-specific, osseoligamentous meshes were 
evaluated with the metrics described in section 2C. The 
osseoligamentous meshes were assessed as a whole, with the 
soft tissues removed (i.e., only comparing vertebrae), and 
with the bone removed (i.e., only comparing soft tissues). 
Further, to provide a frame of reference and determine the 
necessity of the affine and deformable registration methods, 
the NN-derived vertebrae segmentations were also evaluated 
with bone-only ground truths. Table 2 contains a summary of 
detailed results for each of these four evaluations. Fig. 5 
shows a qualitative view of the 3 ground truth segmentations 
compared to their meshes during lumbar spine evaluation. 
Briefly, DSC, aHD and IoU of all anatomy evaluation was 
determined to be 0.72, 2.4mm and 0.55, respectively for the 
lumbar meshes and 0.68, 2.1mm and 0.52, respectively for 
the thoracolumbar meshes. For the vertebrae only evaluation, 
it is important to note the whole vertebrae, not just vertebral 
bodies of vertebrae, were evaluated. DSC, aHD and IoU of 
the vertebrae was determined to be 0.66, 2.27mm and 0.50, 
respectively for the lumbar meshes and 0.64, 1.97mm and 
0.48, respectively for the thoracolumbar meshes. For the soft 
tissue only comparison, all 3-D ligaments and the IVDs were 
examined. For the soft tissues of the lumbar patient-specific 
mesh DSC was 0.46, aHD was 4.5mm and IoU was 0.30. For 
the soft tissues of the thoracolumbar patient-specific mesh, 
DSC was 0.50, aHD was 2.9mm and IoU was 0.34. Finally, 
for unassisted, NN-derived vertebrae segmentations in the 
lumbar mesh DSC was 0.58, aHD was 2.61mm and IoU was 
0.41 while in the thoracolumbar mesh DSC was 0.54, aHD 
was 3.47mm and IoU was 0.37. 

 

TABLE II.  QUANTITATIVE RESULTS SUMMARY. L AND T ARE LUMBAR 

AND THORACOLUMBAR EVALUATIONS, RESPECTIVELY.  ST IS SOFT TISSUE, 
8 IS VERETBRAE MESHES OBTAINED WITH [8]’S METHOD, 21 IS VERTBRAE 

MESHES OBTAINED WITH THE NN. 2C DEFINES ABBREVATIONS AND UNITS. 

Mesh DSC aHD IoU 95% SP SE FP FN 

L-all 0.72 2.40 0.55 6.38 0.98 0.63 0.02 0.37 

L-ST 0.46 4.46 0.30 12.4 0.99 0.33 0.01 0.67 

L-8 0.66 2.27 0.50 5.74 0.97 0.60 0.03 0.40 

L-21 0.58 2.61 0.41 5.84 1 0.41 0.00 0.59 

T-all 0.68 2.08 0.52 5.67 0.97 0.63 0.02 0.37 

T-ST 0.50 2.90 0.34 8.02 1 0.39 0.00 0.61 

T-8 0.64 1.97 0.48 5.31 0.98 0.60 0.02 0.40 

T-21 0.54 3.47 0.37 13.2 1 0.37 0.00 0.63 
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IV. DISCUSSION 

The presented evaluation demonstrated that the published 
method achieves a somewhat decent agreement when 
comparing all anatomical structures – the soft tissues and the 
vertebrae. The method also reported better overall scores 
compared to the current MICCAI vertebrae segmentation 
challenge winning network for vertebrae in the sCT [21]. 
The network seems to have struggled significantly when 
segmenting the sCT volumes, possibly due to their synthetic 
nature, their zoomed cropping around the region of the spine, 
or their structurally adjusted shape. Regardless, the poor 
segmentations caused the downstream methods to perform 
significantly worse than in previously published studies. In 
particular, Fig. 5 shows the NN’s segmentation results for 
the transverse processes of the vertebrae guided a completely 
incorrect placement of the transverse ligaments. Typically, 
the NN performs quite well on patient CT volumes and 
allows the downstream affine and deformable registration 
processes to outperform state of the art methods in related 
studies. Unfortunately, there are no studies that evaluate all 
spinal soft tissues, so comparison or discussion of these 
results is extremely limited. However, given DSC and aHD 
are weakest in soft tissue evaluations, additional work will 
need to be considered for better soft tissue fitting. Further, as 
seen in Fig. 5. the subtraction technique performed to obtain 
soft tissue ground truths may not be ideal. Alternatively, soft 
tissues should be exported as their own mesh; the present 
study subtracted the fully included anatomy ground truth by 
the bone only ground truth to provide soft-tissue ground truth 
data and may have resulted in the noted underperformance 
due to additional, inaccurate “ground truth” information. 
Finally, scoliotic geometry of sCT volumes were minor. sCT 
with geometry of moderate to severe scoliotic spines should 
be tested with Tapp et al. and Payer et al.’s methods [8][21]. 
 

A. Conclusion 

This study implemented previously published methods to 
evaluate the spinal anatomy segmentations derived from the 
MICCAI vertebral segmentation challenge winning NN and 
from an emerging top-down segmentation approach. The 
top-down approach surmises the position of ligaments and 
soft tissues by exploiting bone structures, like vertebrae, that 
are conspicuous in CT imaging. By using a sCT that 
provides 3-D soft tissue ground truths, all portions of patient-
specific osseoligamentous meshes developed with the top-
down approach can be evaluated. The presented technique 
quantitatively evaluates the soft tissue positions obtained by 
the top-down segmentation approach completely in silico. 
This validation technique is required for advancing scoliosis 
interventions, like PSF, which currently necessitate unknown 
numbers of ligament releases. Ligaments must first be 
accurately localized on a patient-specific basis to develop a 
full patient-specific model that will help to determine ideal 
ligament release strategies. Corrective procedures like PSF, 
can be made safer and more efficient by yielding models that 
contain 3-D ligaments and calculate the number of ligament 

releases required to mobilize the spine during surgical 
interventions. Aside from its capability to verify soft tissues 
in the spinal column, the presented method is broadly 
applicable for validating the presence of other soft tissues 
and may be especially beneficial for future studies performed 
on areas of the knee, shoulder, hand, and foot. 

 

  
 

  

Figure 5.  Lumbar Qualitative results.  Ground truth is green, meshes 
evaluated are gray. (top left) All anatomy evaluated, including bone and 

soft tissue. Then, (top right) soft tissues evaulated; vertebrae are removed. 

Finally, (bottom left) vertebrae only evaluation using the method of [8] 

compared to [21]’s segmentations (bottom right). 

 

B. Future Work 

Parameters of the top-down segmentation methodology 
need to be updated to provide better soft-tissue alignment. 
The FE meshes must also undergo varied analyses to see 
what kinds of severe scoliotic curve geometries can be 
induced. FE meshes with more than one curve are also being 
considered for development. This breadth of FE meshes, 
which will be used to produce sCT volumes, may be utilized 
for additional methodological validation. sCT volumes 
should encompass an entire spinal column, from the skull to 
the sacrum for future validation work. Further, the sCT 
volumes and their ground truths will ultimately be used to 
train a deep learning neural network that performs one-shot 
segmentations given the sCT image and the ground truth. 
The segmentations may include all anatomy or exclusively 
output soft tissues. 
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Abstract— Final assembly at Krones AG must make the best 

possible use of its production space, and meeting the specified 

customer due dates is critical. Via a self developed simulation 

tool, the present scheduling procedure is compared with the 

one by priority rule shortest slack. As a consequence slack 

should have a higher importance in the planning. 

Keywords- Simulation of scheduling; unused area; tardiness. 

I.  INTRODUCTION 

At Krones AG, the world market leader in the beverage 
industry, orders with very large area requirements have to be 
produced. Despite very high investments in suitable halls, the 
available area is a major bottleneck. This is also the case for 
other companies. 

Despite the use of planners, at least 21% of orders at 
Krones have consistently been late in recent years. Delays 
result in significant penalties and undermine the goal of 
getting every plant up and running on time. For many orders, 
delays were only avoided because process accelerations were 
made in the mostly long production processes through 
measures such as overtime. 

Krones now wanted to know more precisely:  
- How good is the actual quality of planning?  
- How good is planning that (primarily) follows due dates? 

Due to the improvement of planning within the 
production execution, the production result are not 
representative of the planning quality in terms of meeting 
due dates. Therefore, these questions should be answered by 
a simulation study. 

This article is structured as follows. In section 2, the 
previous planning procedure at Krones is explained and 
section 3 contains the relevant literature. In section 4 the self-
developed simulation tool is explained. Section 5 contains an 
analysis of the simulation results. Finally, in section 6, a 
summary is given and planned further work is described. 

II. PRODUCTION AND PLANNING AT KRONES AG 

Krones AG, headquartered in Neutraubling, Germany, 
employs around 15,000 people worldwide. It has been 
producing components, lines and systems for beverages and 
liquid food since 1951. It is assigned to the machinery and 
plant engineering sector, and it is a leading manufacturer in 
packaging and filling technology. The company covers every 
step of the production process, from product and container 
manufacturing, through filling and packaging, to material 

flow and container recycling. One of the last steps is the final 
assembly of filling machines in plant hall 5. 

The following description of the assembly serves to 
illustrate the area requirements, which can increase and 
decrease over time. At the same time, it mentions technical 
restrictions due to which processing times are not known in 
advance and are constant. 

Only one machine at a time can enter or leave the plant 
hall through the plant gates. Before starting the final 
assembly of a machine, a final assembly station with 
sufficient area is determined depending on the machine size. 
For example, in Figure 1, three fillers are to be assembled. 
Such a hall allocation is representative for the entire plant. 
All subassembly parts and materials of all machines are 
delivered to the delivery spots (i.e., "delivery spot" in Figure 
1). Materials from different machines and assemblies can be 
mixed here; indicated by "Assembly" in Figure 1. These 
outdoor delivery areas are limited, but can be used by any 
type of machine and material.  

The sub-assemblies and materials are divided into two 
groups of master material types. The first group of 
assemblies, due to design and/or weight, can only be lifted 
into the factory facility with the main crane (in Figure 1, 
materials with solid border lines). Mostly these parts are 
main machine parts. The second group of materials can be 
brought to their target material location by operators (in 
Figure 1 materials with dashed border lines). These are 
assembly parts sorted in trolleys or bins. These parts can be 
lifted by auxiliary cranes to their final place in the machine 
and are assigned to a single machine in the inside material 
place. These indoor material spots are physically fixed 
according to the final assembly station and are individual for 
each machine with materials. 

Final assembly stations are physically fixed and are 
individual for each machine with materials. After completion 
of the final assembly process, the finished machine can only 
be transported out of the hall by the main crane. The main 
crane and the outrigger cranes operate at different levels so 
that blocking is not possible. Support cranes are divided 
between the right and left sides of the plant and cannot pass 
each other on either side.  

Due to this area demand and the large dimensions of the 
assembled machines with diameters from 1.0 m to 7.2 m, 
plant hall 5 has an overall length of 105 m and a width of 30 
m and the area usable for assembly consists of 2208 m². 
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Figure 1: Detail of the factory layout of the final assembly of the filling 

technology. 

 
In 2020, 145 machines were assembled and a higher 

number is expected in the next few years. The processing 
time of the assembly orders varies between 6 weeks and 19 
weeks with a mean value of 10.24 weeks and a deviation of 
2.5 weeks. At the end of a week, the plants leave the hall.  

Planning is done, as is standard for companies, by 
configuring the SAP system specifically for Krones AG. Its 
main components are listed in Figure 2. Its main service is 
ensuring the availability of materials. As analysed in the 
literature, e.g., [9], this planning provides insufficient results 
when taking into account the limited capacity. Just very 
simple procedures are used; which are listed in Figure 2. As 
discussed in the literature, e.g., [1], [3], [8], [9] and [11], 
scheduling is needed as an additional planning procedure 
between capacity planning and manufacturing execution.  

In principle, scheduling of the assembly orders of the hall 
at Krones is currently carried out by means of the following 
procedure: 

Planning is performed always at the beginning of a week. 
The worklist covers 12 weeks. This worklist is the result of 
the capacity planning by the SAP system, which is executed 
every day. At the beginning of each week, a machine can be 
allocated into the hall, provided that the necessary area is 
available, without having to reposition the machines already 
in the hall. A planner uses a printed layout of the plant hall in 
which the previously scheduled lines are drawn. The plant 
data, such as length, width, (customer) due date, are located 
in Krones' SAP system.  

Due to planning by the SAP system, the worklist is 
already ordered. A planner schedules the machines into the 
hall according to this list, provided availability is assured. 

The SAP system provides an order list (or machine list) for 
each day. The SAP system does not determine a sequence 
between the orders of a single day. A planner orders the 
machines of such a day. For this, she/he prefers larger 
required area or processing time over smaller ones. This 
follows the assumption that smaller machines, in terms of 
space requirements and/or processing times, can be more 
easily planned into a partially occupied hall than larger ones. 
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Lot sizing

Product k + 1

Requirement calculation

Lot sizing

Product k

Requirement calculation

Lot sizing

Master Production Scheduling

Material Requirements Planning 
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Capacity Planning

Manufacturing Execution

Backward & forward scheduling

Capacity requirements leveling

 
Figure 2: Planning at Krones AG via a SAP system. 

III. LITERATURE REVIEW 

  According to the literature and the 
experience of planner in companies, 
there is a conflict of objectives 
between minimizing the unused 
area, minimizing the number of 
workers, and minimizing the 
tardiness; as seen in the scheduling 
trilemma; see also [8]. 

Figure 3: Trilemma 

In the literature there are numerous works on scheduling as 
in [8] or [11] and on layout planning as in [2] or [4]. In 
combinations of both problems, either scheduling or layout 
planning dominates. An example is project planning for 
ships in [5] and [6] where well-used spatial layout is most 
important. The class of problem considered here consists not 
of projects, but of independent individual assembly orders. 

The proceedings of the annual winter simulation 
conferences contain many articles on simulation that are 
relevant to this work. Particularly relevant for this research 
work were [13] and the description of a process simulation as 
part of modelling in [12]. 

The real application operates in dynamic environments 
where real time events like station failure, tool breakage, 
arrival of new orders with high priority, changes of due dates 
etc., may turn a feasible schedule into an infeasible one; 
examples can be found in [8] and [11]. A feasible schedule 
of jobs is achieved by a priority rule like Earliest Due Date 
(EDD), because a priority rule orders a queue of jobs in front 
of a station quasi immediately; for its description and the one 
of other widely used priority rules see [3]. Thus, priority 
rules are still analysed in many studies on scheduling; one 
example of a recent one is [10] and [1].  

In addition to this facts, priority rules are also a first 
choice in the case of complex scheduling problems; 
especially in industrial practice. Thus, in [14] for a complex 
scheduling problem the performance of priority rules is 

CapacityTardiness

Space
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analysed. Another example is the application of priority rules 
for the dispatching of AGVs in flexible job shops in [7]. It 
might be that in the near future several such problems will be 
solved by more sophisticated heuristics as genetic algorithms 
for example. 

IV. SIMULATION TOOL 

For the simulation study, common commercially 
available simulation tools such as Plant Simulation from 
Siemens were first evaluated against a proprietary 
development. The tools allow extensive visualisations of the 
processes. However, they cannot significantly reduce the 
development effort required to control the scheduling of 
randomly arriving customer orders in the factory hall 
compared to an in-house development.  

A tool is developed to simulate and analyse various 
sequences of assembling filling machines in plant hall 5. It is 
implemented in Excel (in VBA) and one Excel sheet 
represents an allocation of plant hall 5. The hall is 
represented in Excel by a rectangle of cells, where each cell 
represents an area over 1m² in the plant hall. An assignment 
of 0 means an unused area (over 1m²) and a 1 means an 
allocation by a machine; other areas, such as those of 
passageways, office area, etc., are coded in Excel by 80. The 
total area required by a filling machine is then a rectangle of 
1-s in an Excel sheet. A sequence simulation creates such a 
sheet for each week (period) of the simulation horizon. It 
ends if the last machine of a set of orders, called workload, 
which is known at the beginning of the simulation run, has 
been assembled. 

For a sequence of orders elaborated by a planner or by 
the slack rule, the machines (orders) are iteratively assigned 
to plant hall 5 as follows. For an order (i.e., machine), the 
production area is searched from left to right and then from 
top to bottom until a sufficiently large free area is found. 
This area must also be free in the coming periods, as 
scheduling sequences are usually not sorted by release date. 
In the positive case, the allocation takes place, as far left-up 
as possible. In the negative case, this allocation attempt is 
repeated as soon as a machine is assembled and has left the 
hall; this could just happen at the of a week (period). 

After a successful simulation run, for each order its 
tardiness (actual completion date minus due date) and for 
each period the occupied area (or free area) are calculated. 

V. RESULTS 

The basis for the simulation experiments is the order data 
in 2020. The direct use of these data resulted in a very high 
standard deviation of mean tardiness and other key figures 
named below and used in the analysis. As a result, it was not 
possible to identify statistically significant results.   

In order to obtain meaningful results, the sequence of 
incoming orders over all weeks was examined more closely. 
It shows that there are periods in which the due dates can 
easily be met because the time available for processing (i.e., 
due date minus release date) is high compared to the net 
processing time.  In contrast, in other periods this ratio 
(quotient) of available time and net processing time is closer 

to one or even less than one (and thus critical); note: in the 
first case this quotient is significantly higher than 1.  

TABLE I.  KEY FIGURES FOR THE TWO CLASSES OF WORKLOADS 

Workload WL1 WL2 

Number of orders 50 50 
   

Processing time: minimum / 

maximum [weeks] 
6 / 17 8 / 19 

Processing time: mean / standard 

deviation  [weeks] 
9.1 / 2.0 11.4 / 2.5 

   

Product width: minimum / 

maximum [meter] 
3 / 15 3 / 18 

Product width: mean / standard 

deviation  [meter] 
7.2 / 2.7 8.5 / 2.9 

   

Product length: minimum / 

maximum [meter] 
3 / 12 3 / 12 

Product length: mean / standard 

deviation  [meter] 
 8.9 / 2.1 10.2 / 2 

   

Due date: minimum / maximum 

[weeks] 
11 / 23 11 / 23 

Due date: mean / standard 

deviation  [weeks] 
14.3 / 2.8 14.3 / 2.8 

 

TABLE II.  KEY FIGURES FOR THE SIMULATION RUNS FOR WORKLOAD 

WL 1 

 Planner slack 

Cumulative tardiness 

minimum [weeks] 71 76 

mean value [weeks] 74.3 77.6 

maximum [weeks] 78 75 

standard deviation [weeks] 2.37 2.76 

Cumulative free area 

minimum [meter²] 18920 21128 

mean value [meter²] 20392 24808 

maximum [meter²] 21128 27752 

standard deviation [meter²] 1040.86 2753.86 

Makespan 

minimum [weeks] 23 24 

mean value [weeks] 23.6 25.6 

maximum [weeks] 24 27 

standard deviation [weeks] 0.47 1.25 

Mean free area per week 

minimum [meter²] 822.61 880.33 

mean value [meter²] 861.09 963.55 

maximum [meter²] 880.33 1027.85 

standard deviation [meter²] 27.21 61.69 

 
On the basis of this analysis, two classes of workloads 

were created. Each consists of a high number of sets of 
orders.  Each of them is planned by a planner and by the 
slack rule. The key figures shown in Table 1 are calculated 
for all sets of orders. Both workloads have the same key 
figures for the due dates. Therefore, higher processing times 
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for workload 2 result in a more critical due date situation. 
The results achieved by the planners and the slack rule result 
in the key figures given in Table 2. 

TABLE III.  KEY FIGURES FOR THE SIMULATION RUNS FOR WORKLOAD 

WL 2 

 Planner Slack 

Cumulative tardiness 

minimum [weeks] 287 266 

mean value [weeks] 290.5 270 

maximum [weeks] 294 304 

standard deviation [weeks] 3.50 2.70 

Cumulative free area 

minimum [meter²] 26989 24781 

mean value [meter²] 29197 25885 

maximum [meter²] 31405 26989 

standard deviation [meter²] 2208 1104 

Makespan 

minimum [weeks] 35 34 

mean value [weeks] 36 34.5 

maximum [weeks] 37 35 

standard deviation [weeks] 1.00 0.50 

Mean free area per week 

minimum [meter²] 771.11 728.85 

mean value [meter²] 809.95 749.98 

maximum [meter²] 848.78 771.11 

standard deviation [meter²] 38.83 21.13 

 
As said earlier, a planner prefers larger required area or 

processing time over smaller ones. Meeting due dates is thus 
only implicitly relevant in the best case. A detailed analysis 
of the individual plans shows: Responsible for the 
differences is that a planner prefers area requirements over 
tardiness avoidance. This is more likely to be the case with 
sets of orders causing high time pressure. Conversely, there 
are situations in which the planner achieves better results 
because she/he achieves faster processing of orders through 
better utilisation of plant hall 5. Note: the figures for the 
mean free area are based on makespan. 

VI. CONCLUSION 

Scheduling in the literature mainly considers a 
bottleneck, such as the limited capacity of the machines. 
Requirements for the use of limited area for the assembly of 
machines is dealt with in other publications. Responsible for 
this are different approaches to these two problem classes. 

For the final assembly at Krones AG, both planning 
problems have to be considered simultaneously. Two 
experienced planners are used for this purpose. A simulation 
tool was developed to analyse the possibilities for 
improvements. The simulation experiments so far show that 
planners often find a good balance between using the limited 
area and avoiding tardiness. In situations with high time 
pressure, a preference for meeting due dates will already 
provide better results through the slack rule. The two 
planners are therefore encouraged to consider an allocation 

decision through slack. The two planners are therefore 
encouraged to consider an allocation decision through slack. 

The results so far show a significant difference in the use 
of free areas. Therefore, combinations of priority rules to 
meet due dates with rules to avoid unused areas are to be 
designed and simulatively investigated. 
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Abstract – In companies and other organisations, spreadsheet 
programs are essential tools for preparing and supporting 
decisions, as they are easy to use and available in most 
workplaces. For complex problems, optimisation software is 
used. This offers a wide range of modelling capabilities but relies 
on external data, such as that maintained in spreadsheets. It 
therefore makes sense to combine spreadsheets and 
optimisation software. Add-ins in spreadsheet programs such as 
Excel solver are relatively widespread. They allow interactive 
work, although the method of modelling using cell ranges does 
not seem to be suitable for complex models. Another possibility 
is to use the spreadsheet interfaces of algebraic modelling 
languages, which are excellent for modelling complex problems. 
Unfortunately, as pure data interfaces, they do not allow 
interactive work. There are some approaches that combine 
modelling languages with Excel in the form of an Excel add-in, 
thus combining interactive work with the modelling possibilities 
of the modelling languages. Unfortunately, these solutions are 
only available for Windows and some of them seem to have been 
discontinued. The consideration of all the advantages and 
disadvantages of the available tools led to the motivation to 
create an easy-to-use interface between the open-source 
modelling language CMPL and Excel, which allows interactive 
work and is available for Windows and macOS. This paper 
describes this interface. 

Keywords – spreadsheet optimisation; algebraic modelling 
language; interactive decision-making process; optimisation. 

I.  INTRODUCTION 
To solve optimisation problems, the optimisation routines 

must be addressed, as well as the provision and organisation 
of the required data. This is often done in companies or other 
organisations with spreadsheet programs. This is the reason 
why a variety of software solutions have emerged that 
combine spreadsheet programs and optimisation environ-
ments. These solutions can be divided into spreadsheet add-
ins and data interfaces.  

The best-known spreadsheet add-in is the freely available 
Excel solver [1] and its commercial version by Frontline [2]. 
Similar solutions include the solver in LibreOffice/Calc [3], 
the open-source solution OpenSolver [4] [5], Frontline’s add-
in for Google Sheets [6], the Excel add-in Evolver by Palisade 
[7], Lindo’s Whats’sBest! [8] and XLOPTIM by Addinsoft 
and LocalSolver [9]. 

In all these approaches, after organising the data, the user 
has to define the objective function, the variables and the 
constraints in a user dialogue, as shown in Figure 1. These 
definitions are made in the form of cell references. After 

optimisation, the solution is written in the spreadsheet cells 
defined for the variables. Further outputs, such as reduced 
costs and shadow prices can be written in separate tables.  

 

 
Figure 1. Solver add-in in LibreOffice. 

 
With such solver add-ins, data and models can be easily 

combined and shared as needed. Since changes to the data lead 
to new solutions after new optimisation, interactive work is 
possible. On the other hand, the formulation of model 
relationships in the form of cell references is not suitable for 
complex models. Debugging models is also rather 
complicated [10]. Another disadvantage is that some of these 
add-ins are only available for Windows (e.g., What’sBest! and 
Evolver) and not for macOS. 

Another widely used approach is algebraic modelling 
languages, which are more suitable for modelling and solving 
optimisation problems in terms of their functionality and 
flexibility than the solver add-ins. Most of these optimisation 
environments, such as AMPL [11], MPL [12], AIMMS [13], 
GAMS [14], OPL [15], MOSEL [16] and SAS [17] , offer an 
interface with which data can be read from spreadsheet files 
and results can be written to it. These interfaces allow the user 
to combine the capabilities of the languages with a widely 
available data source and to use the possibilities of a 
spreadsheet program to further process a solution that has 
been found. Unfortunately, these interfaces do not usually 
allow interactive work, as the spreadsheet files cannot be used 
by other processes while they are being written and thus 
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cannot be opened. Some of these software solutions (e.g., 
MPL, MOSEL) offer a VBA library for Microsoft Excel that 
allows these languages to be used within Excel [18] [19]. But 
such approaches are more suitable for programmers than for 
typical corporate decision-makers.  

The combination of both an algebraic modelling language 
and Excel in an interactive mode seems to be a good approach 
to many real decision-making problems in companies and 
other organisations. In this context, it is worth mentioning the 
commercially available AIMMS Excel add-in [20] and 
SolverStudio [10] [21], which is available free of charge. 
Microsoft’s Solver Foundation was an interesting offer which 
is evidently not being continued [22].  

After choosing certain settings like the project file and 
licence server, a user of the AIMMS Excel add-in has to define 
so-called execution sequences to determine the sets and 
parameters to be read into the AIMMS project, the execution 
of the problem and the reading back of the results into the 
Excel spreadsheet. This facilitates interactivity in the process 
of formulating, solving and interpreting an optimisation 
problem, albeit in a rather complex way. SolverStudio offers 
a simpler approach. This Excel add-in allows several algebraic 
modelling languages (PuLP, Pyomo, AMPL, GMPL, GAMS, 
CMPL and Gurobi via its Python modelling interface) to be 
used within Excel [21]. The first step is to select one of the 
modelling languages and formulate the optimisation model. 
Then, as shown in Figure 2, the Data Item Editor is used to 
define the sets and parameters that are to be read into the 
optimisation model and the solution elements to be written 
into the Excel spreadsheet after the optimisation is completed. 
The optimisation is started either by clicking the smiley in the 
toolbar or via the language menu [10]. 

 

 
Figure 2. SolverStudio. 

 
SolverStudio is an excellent and very convenient tool, but 

unfortunately the project does not seem to have been 
continued seriously, as the last update was in 2016. The 
interfaces to the languages depend on IronPython 2.7 which is 
no longer up to date. They would have to be redeveloped for 

IronPython 3.4, which is currently only available as an alpha 
version [23]. Another disadvantage is that both SolverStudio 
and the AIMMS Excel add-in are only available for Windows 
and not for macOS. 

One of the languages supported by SolverStudio is CMPL 
[24], whose interface to SolverStudio was developed by the 
author of this paper. The problem with the non-updated 
SolverStudio and the consideration of all the advantages and 
disadvantages of all available tools led to the motivation to 
create an easy-to-use interface between this modelling 
language and Excel, which allows interactive work and is 
available for Windows and macOS. 

This paper describes this interface. After a short 
introduction to CMPL, the interface CmplXlsData is 
explained, followed by an example. 

II. CMPL 
<Coliop|Coin> Mathematical Programming Language 

(CMPL) is a mathematical programming language and a 
system for the mathematical programming and optimisation 
of linear and quadratic optimisation problems. The CMPL 
syntax is similar in formulation to the original mathematical 
model but also includes syntactic elements from modern 
programming languages. CMPL is intended to combine the 
clarity of mathematical models with the flexibility of 
programming languages [25]. 

A typical LP problem is the product-mix problem. The aim 
is to find an optimal quantity for the products, depending on 
given capacities. The objective function is defined by the 
profit contributions per unit 𝑐	and the variable quantity of the 
products 𝑥. The constraints consist of the use of the capacities 
and the ranges for the decision variables. The use of the 
capacities is given by the product of the coefficient matrix 𝑎 
and the vector of the decision variables x and restricted by the 
vector of the available capacities 𝑏. The simple example 

  

can be formulated in CMPL as follows: 
 
01 
02 
03 
04 
05 
06 
07 
08 
09 
10 

par: 
 c := (25, 20); 
 a := ((1.5,  2), (12, 5)); 
 b := (100, 150);   
var: 
 x[defset(c)] : real[0..]; 
obj: 
 c^T * x ->max; 
con: 
 a * x <=b; 

Listing 1. The product-mix problem in CMPL 
 

1 2

1 2

1 2

1 2

25 20 max!
. .
1.5 2 100
12 5 150
, 0

x x
s t
x x
x x

x x

+ ®

+ £
+ £
³
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A CMPL model usually consists of four sections. In the 
par section (lines 01–04), sets and parameters (here the 
vectors 𝑐 and	𝑏 and the matrix 𝑎) must be specified. The var 
section (lines 05–06) is used to define the variables of the 
problem. In line 06, a vector x of non-negative continuous 
variables is defined using the definition set of the parameter 
vector c. The objective function in the obj section (lines 07–
08) and the constraints in the con section (lines 09–10) are 
specified by vector and matrix multiplications.  

CMPL executes CBC, GLPK, Gurobi, SCIP or CPLEX 
directly to solve the generated model instance. Because it is 
also possible to transform the mathematical problem into MPS 
or Free-MPS, alternative solvers can be used. 

CMPL is a COIN-OR [26] open-source project initiated 
by the Technical University of Applied Sciences Wildau. 
Binaries for Windows, macOS and Linux can be downloaded 
free of charge from http://coliop.org/.  

The CMPL distribution contains Coliop, which is CMPL’s 
Integrated Development Environment (IDE), application 
programming interfaces (APIs) for Python3 and Java 
(pyCmpl and jCmpl) and, in CMPLServer, [27] an XML-
RPC-based web service for distributed and grid optimisation.  

III. CMPLXLSDATA 
CmplXlsData was introduced with CMPL version 2.0 and 

is CMPL’s interface for reading sets and parameters from an 
Excel file and for writing optimisation results to an open Excel 
file. If the Excel file is not open, CMPL will open it 
automatically and the results of the optimisation can be seen 
immediately. Please note, this feature is only available on 
Windows and macOS if Microsoft Excel is installed. 
CmplXlsData is mainly implemented with Python3 using the 
(open-source) Python for Excel library by xlwings [28]. 

As in SolverStudio or the AIMMS Excel add-in, a user 
must specify which data from an Excel file should be read into 
a CMPL model and which results should be written back. 
These specifications are made in a CmplXlsData file. A 
CmplXlsData file is a plain text file that contains the definition 
of parameters and sets with the cell addresses of their values 
in the specified Excel file in a particular syntax. Additionally, 
the optimisation results to be written to Excel with their cell 
addresses can be specified in this file.  

A CmplXlsData file contains usually the three sections 
@source, @input and @output.  

The @source section is intended to specify the Excel file 
and optionally the sheet to be used to read sets and parameters 
and to write the optimisation results.  

@source   Section for specifying the Excel 
file and the default sheet 

%file <fileName> Name of the Excel file 

[%sheet <sheetName>] 
 

Optional argument to specify the 
name of the active sheet 
In each entry for the inputs and 
the outputs, the sheet can be 
specified directly. 

Listing 2. Source section 

In the @input section, the sets and parameters to be read 
into the CMPL model have to be specified with their cell 
ranges.  

 
@input   Section for specifying sets and 

parameters to be read into CMPL 

%name <cell> 
 

A scalar parameter name is 
assigned a single string or 
number available in Excel at the 
specified cell. 

%name set[[rank]] ¿ 
 <cellRange>  
 

Definition of an 𝑛-tuple set 
A set definition starts with the 
name followed by the keyword 
set. For 𝑛-tuple sets with 𝑛 > 1 
the rank of the set is to be 
specified enclosed by square 
brackets.  
The set is assigned the entries 
available in Excel in the cells 
specified in the cell range 
reference. 

%name[set[,set1, ¿ 
...]] <cellRange> 

Definition of a parameter array  
The specification of a parameter 
array starts with the name 
followed by one or more sets, 
over which the array is defined.  
The data entries can be strings or 
numbers and have to be found at 
the specified cell range reference 
in Excel. 

Listing 3. Input section 
 
The @output section specifies the optimisation result 

elements to be written to the Excel file. These results are 
displayed directly in the Excel file. 

 
@output   Section for specifying the 

optimisation results to be written 
to Excel 

%name.activity ¿ 
 <cell> 
%name.type <cell> 
%name.lowerBound ¿ 
 <cell> 
%name.upperBound ¿ 
 <cell> 
%name.marginal ¿ 
 <cell>  
 

Singleton variable or constraint 
For a singleton variable or 
constraint named name, the 
activity, type, limits and dual 
values can be written to Excel in 
the cell.  
The name is followed by a dot 
and one of the keywords 
(activity, type, 
lowerbound, upperbound, 
marginal) for the information 
to be written to Excel. 

%name[set[,set1, ¿ 
...]].activity ¿ 
  <cellRange>  

Arrays of variables or constraints 
A complete array of variables or 
constraints named name, the 
activity, type, limits and dual 
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%name[set[,set1, ¿ 
...]].type ¿ 
  <cellRange>  
%name[set[,set1, ¿ 
...]].lowerBound ¿ 
<cellRange>  
%name[set[,set1, 
¿...]].upperBound ¿       
  <cellRange>  
%name[set[,set1, ¿ 
...]].marginal ¿  
  <cellRange>  
 

values can be written to Excel in 
the specified cell range. 
The specification of an array of 
variables or constraints starts 
with the name followed by one 
or more sets, over which the 
array is defined. This is followed 
by a dot and one of the keywords 
for the attributes activity, 
type, lowerbound, 
upperbound, marginal of 
the result information to be 
written to Excel. 

%objName <cell> Writes the name of the objective 
function to Excel in the specified 
cell 

%objSense <cell> Writes the objective sense  

%objValue <cell> Writes the objective function 
value  

%objStatus <cell> Writes the status of the objective 
function  

%nrOfVars <cell> Writes the number of the 
variables  

%nrOfCons <cell> Writes the number of the 
constraints  

%solverName <cell> Writes the name of the solver  

%solverMsg <cell> Writes a message of the solver  

Listing 4. Output section 
 
To connect a CmplDataFile with the CMPL model, the 

command line option xlsdata is used. The arguments of 
this command line option define parameters and sets for 
CMPL, whose source Excel file and the corresponding cell 
ranges are specified in a CmplXlsData file. It is recommended 
that this command line option be used in the CMPL header. 

 
%xlsdata [filename] : [set1 set[[rank]]] ¿ 
  [, set2 set[[rank]] , … ] 
 
%xlsdata [filename] : [param1] ¿ 
  [, param2 , … ] 
 
%xlsdata [filename] : [paramArray1[set]] ¿ 
  [, paramArray2[set] , … ] 

Listing 5. CmplXlsData in CMPL header 
 

The first argument is the file name. If the file name 
contains white spaces, the name must be enclosed in double 
quotes. If filename is not specified, the generic name 
model.xdat is used, where model.cmpl is the name of 
the CMPL file. After the colon, the sets, scalar parameters and 
parameter arrays to be read can be specified and separated by 
commas.   

IV. CMPLXLSDATA EXAMPLE 
In this section, a transhipment problem is used to illustrate 

the functionalities of CmplXlsData. A transhipment model is 
intended to organise an optimal supply of a homogeneous 
good between a set of sources (origins, suppliers), a set of 
transhipment nodes and a set of sinks (destinations, 
customers) in order to minimise the total transportation cost 
(or distances, times, etc.) [29]. 

In this example, a transport plan between three plants, two 
warehouses and four distribution centres is to be determined 
to minimise the total transport costs. The unit transport costs 
are shown in the picture below as weights at the edges. The 
capacity of each possible road (edge) is restricted to 500 units 
due to the vehicle pool.  

 

 
Figure 3. Transhipment problem example. 

 
In the first step, an Excel file transhipment.xlsx 

containing the sheet transhipment is created. As shown 
in Figure 4, the IDs, supplies and demands of the nodes are 
given in the columns A to C. Please note that the transhipment 
nodes W1 and W2 have to be split (W1a, W1b, W2a, W2b) 
owing to their capacities and the fact that the min-cost flow 
model does not allow capacities for nodes [30]. Therefore, 
each transhipment node must be split into two nodes, with a 
cost-free edge connecting the two nodes. The maximum flow 
on such an edge equals the capacity of the transhipment node. 
Consequently, the definition of the 2-tuple set of the edges in 
the columns F and G also contains these two auxiliary edges 
W1a to W1b and W2a to W2b in addition to the normal edges.   

The corresponding cost rates, minimum and maximum 
capacities of these edges are given in columns H to J. The 
columns K and M are for the activities and marginal values of 
the flow variables. The costs in column L yield the product of 
the activities in column K and the cost rates in column H. 
These values are displayed after the optimisation in addition 
to the objective function value in cell C15 and the activities of 
netFlow constraints of the nodes in column D. 

 
 

P1

P2

P3

W1

D1

D2

D3
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W2
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500
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[Euro/unit]

Transp. costs
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Figure 4. Transhipment problem in Excel. 

 
The CmplXlsData transhipment.xdat file starts in 

the source section with the entry for the Excel file 
transhipment.xlsx and the sheet transhipment 
from which the data is to be read and into which the results 
are to be written. 

 
01 
02 
03 
04 
05 
06 
07 
08 
09 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 

@source 
 %file < transhipment.xlsx > 
 %sheet < transhipment>  
 
@input 
 %edges set[2] < F3:G18 > 
 %nodes set < A3:A13 > 
 
 %c[edges] < H3:H18 > 
 %d[nodes] < C3:C13 > 
 %s[nodes] < B3:B13 > 
 
 %minCap[edges] < I3:I18  > 
 %maxCap[edges] < J3:J18 >  
 
@output 
 %x[edges].activity < K3:K18 > 
 %x[edges].marginal < M3:M18 > 
 
 %netFlow[nodes].activity < D3:D13 > 
 
 %objValue < C15 > 

Listing 6. CmplXlsData file of the transhipment problem 
 
The following input section usually starts with the 

definition of index sets that will later be used for parameter 
arrays. In line 06, a 2-tuple set edges is defined, to which the 
IDs of the edges stored in cells F3:G18 are assigned. The 
following line defines the set nodes and assigns the IDs 
given in the Excel sheet in the cell range A3:A13. These sets 
are used to define the parameter arrays for the cost rates c of 
the edges (line 09), as well as the supplies s and demands d 
of the nodes (lines 10 and 11) and assigns the data stored in 
the cell ranges indicated in the angle brackets. The minimum 
and maximum capacities (minCap and maxCap) of the 
edges are given in lines 13 and 14. 

The output section is designed to enable all the 
requested results of the optimisation to be written into the 

specified Excel sheet. In lines 17 and 18 it is specified that the 
activities and marginals of the flow variables x must be 
written in the cell ranges K3:K18 and M3:M18. The 
activities of the netFlow constraints of the nodes should be 
displayed in D3:D13 and the objective function value in cell 
C15.  

These specifications are connected with the corresponding 
CMPL model using the CMPL header entry %xlsdata in 
the first line of the model. 

01 
 
 
02 
03 
04 
05 
06 
07 
08 
09 
10 
11 
12 
13 
14 
15 
16 
17 

%xlsdata : nodes set, s[nodes], 
d[nodes], edges set[2], c[edges], 
maxCap[edges] 
 
var: 
 { [i,j] in edges: x[i,j] :  
  real[minCap[i, j]..maxCap[i, j]];   
 } 
    
obj: 
  sum{[i,j] in edges:  
   c[i,j]*x[i,j]} ->min; 
 
con: 
  {i in nodes : netFlow[i]:    
  sum{j in edges *> [i,*] : x[i,j]}- 
  sum{j in edges *> [*,i] : x[j,i]}= 
  s[i] - d[i];  
 } 

Listing 7. CMPL file of the transhipment problem 
 
The variables of the model are organised in an array x, 

which is defined by using the 2-tuple set edges. They are all 
continuous variables with lower and upper bounds defined in 
the vectors minCap and maxCap. These variables are the 
flows of the uniform good on the edges (lines 04–06). The 
objective function to be minimised is defined in the obj 
section (lines 09–10) as the sum over all edges of the product 
of the unit transport costs c[i,j] and the flow x[i,j] on 
the edge. For all nodes, a flow balance constraint 
netFlow[i] has to be created in which the difference 
between the outgoing and incoming flow on the left-hand side 
must be equal to the difference between the supply s[i] and 
the demand d[i] of this node on the right-hand side (lines 
13–17). 

The results can be found after the optimisation in the cells 
specified in the CmplXlsData file as shown in Figure 5.  

The planned quantities on the edges can be seen in column 
K. A few of the edges are unused, whereby the marginal 
values in column M show the reduced cost of these non-basic 
variables. For fully utilised edges, the marginals show the 
shadow prices. For example, the auxiliary edge for the 
transhipment node W1 has a shadow price of 20 due to the 
fully used capacity of 800 units. The activities of the 
netFlow constraints written in column D show that all the 
supply, demand and flow balance constraints of the nodes are 
satisfied. This transport plan results in a minimum transport 
cost of 100,500 which is shown in cell C15. 
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Figure 5. Results for the transhipment problem in Excel 

 
CMPL’s Excel interface CmplXlsData is not an add-in, 

but it enables interactive working, as both Excel and CMPL’s 
IDE Coliop can be run simultaneously (Figure 6). Each 
change to the data organised in Excel results in new solutions 
when CMPL is restarted, which are immediately displayed in 
the specified cell ranges in Excel. If the Excel file is not open, 
CMPL opens it automatically.  

 

 
Figure 6. Interactive mode with Excel and Coliop 

 
Unlike the AIMMS Excel add-in and SolverStudio, 

CmplXlsData is available for Windows and macOS. An 
additional installation routine to connect Excel and CMPL is 
not required. A user only needs to install Excel and CMPL. 
The connection between the two is established automatically 
by CmplXlsData.  

As shown in the example, this interface is easy to use as it 
provides a simple and structured syntax similar to CmplData, 
which is another data interface of CMPL. 

V. SUMMARY 
This paper deals with the combination of spreadsheet 

programs and optimisation software. 
Spreadsheet programs, which are easy to use and available 

at most workplaces, are essential for preparing and supporting 
decisions. It is reasonable to connect spreadsheet programs 
with optimisation software to combine the modelling 
capabilities of optimisation software with the data maintained 
in spreadsheets. Such software solutions can be divided into 
spreadsheet add-ins and data interfaces, which are 
investigated in this work. Add-ins in spreadsheet programs 
such as the Excel solver add-in allow interactive work, 
although modelling with cell ranges does not seem suitable for 
complex models. Data interfaces to spreadsheets of algebraic 
modelling languages, which are excellent for modelling 
complex problems, do not allow interactive work. In addition, 

there are some approaches that combine modelling languages 
with Excel in the form of an Excel add-in and thus combine 
interactive work with excellent modelling possibilities. 
Unfortunately, these are only available for Windows and some 
of them seem to have been discontinued.  

The consideration of all the advantages and disadvantages 
of the available tools led to the motivation to create 
CmplXlsData, which is CMPL’s interface to Excel. It is an 
easy-to-use interface between this modelling language and 
Excel, which allows interactive work and is available for 
Windows and macOS. This paper describes this interface with 
its main functionalities and an illustrative example.  
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Abstract—There exist many explications for phenomena in
logistics – one of them is the so called bullwhip effect. It explains
ups and downs in turnovers in a supply chain if demands and
offers of the participants are not synchronized. While previous
work on the simulation of the bullwhip effect was intended
to explain it in general, surprisingly little research has been
conducted with focus on how to make these simulations available
for companies. In doing so, simulation based forecasts could
reduce storage and production costs significantly, prevent com-
panies from getting stuck in the bullwhip trap, and thus enable
significant savings. This paper, in contrast, demonstrates how to
develop models of the bullwhip effect for a given scenario with
the aid of Excel and with a novel, freely accessible modeling and
simulation environment for high-level Petri nets, and compares
the findings. Companies can use both approaches and adapt them
easily to their specific problem. Hence, this paper has two major
outcomes: The models themselves but also an explanation on how
to find such models.

Keywords—Logistics; Bullwhip effect; Modeling; Simulation;
Excel; Petri nets; Savings.

I. INTRODUCTION

Many companies strive to reduce their internal costs. But
in addition, there is another significant potential for savings
through a better understanding of the market and coordinated
communication with the other market participants. How high
this savings potential is can exemplary be explained using
the bullwhip effect (BWE): Strong fluctuations in terms of
production and sales of the participants in a supply chain can
be observed, which lag behind current market developments.

Although phenomena such as the bullwhip effect are known,
this knowledge rarely has any practical impact on business
decisions. Appropriate simulation models could change that.
But entrepreneurs need both suitable models and software
to be able to carry out the corresponding simulations. This
enables savings in production and logistics as well as a
significant contribution to increasing sustainability in supply
chains. For this, however, practitioners need guidance on how
to proceed methodically and which tools they can use for this.

This paper answers the question how to develop a sim-
ulation for the bullwhip effect in a step-by-step approach
in correspondence with the phase model of Figure 1 with
commonly available tools. It may therefore serve as a source
for practitioners to apply the findings to their own business.
A detailed description of an imagined scenario is the starting
point where the actual process and the business rules which

trigger procurement and production are the most important
components.

Problem
Definition

Conceptual
Model

Executable
Model

Validated
Model

Simulation
Results

Answers
Solutions

modelling

realizing

verifying and
validating

experimenting

interpreting

Figure 1. Phases of a Simulation Study adapted from [1].

An Excel based simulation model served as a conceptual
model. For each simulation period distinct calculations had to
be defined. Although this was a helpful step to understand the
problem, this solution does not scale very well. Interested read-
ers are invited to ask for the original Excel file. Afterwards, a
Petri net model was developed as an executable model. Also
here, interested users are invited to ask for the model and to
test it with the aid of the tool which is free to use for academic
purposes. Both, Excel and Petri net solutions were used to
validate each other. What must not be underestiamated is the
need for a meaningful visualization of the simulation results
to solve the problem.

This paper is organized as follows: Section II explains the
bullwhip effect and discusses former work on its simulation.
Section III introduces a supply chain scenario for which
simulation models have been developed in Excel as described
in Section IV and with the aid of high-level Petri nets as
described in Section VI. Since modeling and simulation of
Petri nets highly depends on the tool used, Section V is
inserted in between, introducing Petri nets and the Process-
Simulation.Center (P-S.C). Finally, in Section VII visualiza-
tion is addressed as a major topic to enable decision making
based on the simulation results. A summary and an outlook
are given in Section VIII.
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II. RELATED WORK ON THE BULLWHIP EFFECT

Various definitions of the term BWE exist in literature. In
general, the BWE can be described as a volatile gap between a
company’s orders and its suppliers expectation which increases
in the up- and downstream of a supply chain. Typically, the
BWE is considered concerning the variables order volume,
inventory, lot size, and production capacity [2].

The drivers of the BWE are manifold: An increased demand
due to a delayed information is called Forrester effect, while
order bundling within a player is found as Burbridge effect.
The Houlian effect describes a situation where participants
expect a possible bottleneck of their suppliers and therefore
declare a higher demand as necessary. Finally, the promotion
effect results from price fluctuations [3]–[5]. Often behavioral
and psychological factors of the decision makers in the supply
chain have a major impact on the degree of volatility [6].

There exist several approaches to simulate the BWE. But
[7][8] criticize that most authors use rather simple supply
chains which consist only of two to four stages with one player
on each stage. This means an unacceptable level of abstraction
for practical applications.

Other approaches to simulate supply chains are conjoint
with high entry barriers for potential users [9]. exemplary,
[10] use a genetic algorithm to consider cost and liquidity
management of supply chains. [11] use an adaptive network
based fuzzy inference system (ANFIS) trained with the pro-
duction information of a beverage producer. Companies can
hardly adopt such methods because their modes of action are
in-apprehensible for IT laymen.

Thus, companies use software technologies to accelerate
the information flow and production speed in the hope of
avoiding or at least reducing the BWE, instead of using the
knowledge concerning the bullwhip effect. In 2020, 45% of
the asked companies use inventory and network optimization
tools and another 44% will adopt these tools within the next
five years. Robotics and automation, which can be used to
speed up reactions on changing demands, are recognized as
the technologies with the highest potential (above 60%) [12].

From the authors’ perspective, these technologies result in
local and isolated improvements. Their impact on the entire
supply chain remains vague. The methods and tools used in
this paper to model the BWE, however, enable practitioners
to understand the causality within a simulation model, adapt
the models to their own needs, and to develop confidence in
the simulation results.

III. SIMULATION SCENARIO

The presented simulation of the bullwhip effect is conducted
at the example of an imagined scenario (see Figure 2), where
consumers’ demands pull goods through a supply chain which
also consists of retailers, producers and raw material suppliers.

Supplier
Raw Material

Shampoo
Producer

Shampoo
Retailer

Consumer
(groups)

Figure 2. Stages of the supply chain scenario.

The scenario considers production and trading of shampoos
called Aloe, Chai, Coco which are kept simple: They consist
of bottled soap and odor of various ratio (see Figure 3). The
focus is on the flow of the bottles. For other raw materials
there would be similar results, hence they are omitted here.

1
Bottle

α1l
Soap

β1ml
Odor

1
Bottle

α2l
Soap

β2ml
Odor

1
Bottle

α3l
Soap

β3ml
Odor

Aloe Chai Coco

Products

Figure 3. Product Tree.

Products and raw materials are produced on demand. After
selling products to the consumers out of their stocks, retailers
fill up their stocks when they reach their specific reorder
level. For this, the producers have to empty their stocks and
eventually order raw material from their suppliers for the
production of new products for upcoming requests. Also, the
producers use reorder levels to calculate their specific demand.

There exist 8 retailers named Ali, Ede, Glo, Lid, md, Pha,
Rew, and Ros. (and probably German readers assume which
real retailers the authors had in mind). Each of them offers
all three products and procures them from 6 producers called
Body, Head, Neck, Hand, Knee, and Foot. Each producer
produces one of the mentioned products and has exclusive
contracts with one or more retailers. The sourcing matrix in
Table I shows the relations between the different partners.

TABLE I. SOURCING MATRIX: RETAILER, PRODUCER, PRODUCT

Ali Ede Glo Lid md Pha Rew Ros
Aloe Body Head Neck Body Head Neck Body Head
Chai Hand Knee Hand Knee Hand Knee Hand Knee
Coco Foot Foot Foot Foot Foot Foot Foot Foot

All raw material is delivered by one supplier since the focus
here is on the bullwhip effect for retailer and producer.

The simulation runs over 12 periods. All stocks of retailers
and manufacturers are initialized with 150% of their reorder
levels as shown in Table II. Retailers have access to their
global storage so local storages are not considered.

TABLE II. INITIAL STOCKS (IS) AND REORDER LEVELS (RL) OF
THE RETAILERS FOR THREE PRODUCTS (IN THOUSANDS)

Ali Ede Glo Lid md Pha Rew Ros
IS 105 105 90 105 105 90 105 105

Aloe RL 70 70 60 70 70 60 70 70
IS 120 90 120 82.5 120 90 120 82.5

Chai RL 80 60 80 55 80 60 80 55
IS 82.5 105 75 90 82.5 105 75 82.5

Coco RL 55 70 50 60 55 70 50 55
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As summarized in Table III, the total consumption varies
seasonally from 700.000 to 1.400.000 bottles over all products
and their market share varies from 25% to 60% of the total
depending on the success of the marketing campaigns.

TABLE III. MARKET (IN THOUSANDS) AND SHARE PER PERIOD

Total Product distribution
Period market Aloe Chai Coco

1 1.000 60% 20% 20%
2 1.200 25% 50% 25%
3 800 25% 25% 50%
4 1.000 33% 33% 34%
5 700 60% 20% 20%
6 1.400 25% 25% 50%
7 1.000 25% 25% 50%
8 800 33% 33% 34%
9 1.200 60% 20% 20%

10 700 25% 50% 25%
11 1.300 25% 25% 50%
12 900 33% 33% 34%

Table IV shows the fluctuating market shares per Retailer
across the 12 phases.

TABLE IV. RETAILERS’ MARKET SHARE PER PERIODS

Retailer distribution
Period Ali Ede Glo Lid md Pha Rew Ros

1 12% 12% 10% 18% 15% 11% 14% 8%
2 10% 11% 11% 15% 18% 11% 10% 14%
3 9% 10% 12% 13% 11% 17% 14% 14%
4 8% 8% 14% 9% 19% 12% 10% 20%
5 14% 19% 8% 11% 11% 19% 8% 10%
6 12% 12% 10% 18% 15% 11% 10% 14%
7 10% 11% 11% 15% 18% 11% 10% 14%
8 9% 10% 12% 13% 11% 17% 14% 14%
9 8% 8% 14% 9% 19% 12% 10% 20%

10 14% 19% 8% 11% 11% 19% 8% 10%
11 12% 12% 10% 18% 15% 11% 14% 8%
12 10% 11% 11% 15% 18% 11% 10% 14%

These assumptions allow to calculate the specific demand
of each product for all retailers in every period. Table V shows
exemplary the demand for each product in the first period.

TABLE V. RETAILERS’ DEMAND FOR THE DIFFERENT PRODUCTS
AT THE EXAMPLE OF PERIOD ONE (IN THOUSANDS)

Retailer Ali Ede Glo Lid md Pha Rew Ros
Aloe 72 72 60 108 90 66 84 48
Chai 24 24 20 36 30 22 28 16
Coco 24 24 20 36 30 22 28 16

The supply chain can be simulated period-wise, where each
period is divided into the following phases:

1) Retailers fulfill the demands of their consumers if pos-
sible. This reduces their stocks. Unfulfilled demands are
backlogged and deferred to the next period.

2) Retailers order products from their producers (e.g., Ali
orders Aloe from Body) when their stocks decrease
below their reorder level. The order amount is the dif-
ference between reorder and current level multiplied by

a nervousness-factor which is set to 2 in the following.
Unfulfilled amounts are deferred to the next period.

3) Producers satisfy the orders out of their stocks in the
sequence given by the retailers’ names. Unfulfilled de-
mands are backlogged and deferred to the next period.
The production is restricted by the amount of bottles in
the raw material stocks of the producers.

4) If bottle stocks sink below individual reorder levels, new
bottles are ordered as described above.

5) The production of bottles is assumed to be unlimited.
Since this scenario has several and widespread parameters,

it can be adapted to many real-world situations.

IV. SIMULATION WITH THE AID OF EXCEL

When developing a conceptual model of the BWE with
Excel, it was the aim to keep the calculations technically
as simple as possible. Hence, no VBA was used with the
consequence that each modification of a stock, the calculation
of order amounts and of backorders had to be mapped with
the aid of individual data cells.

The challenges of this approach are to keep all calculations
of comparable concepts consistent and to chain the calcu-
lations of a given period with its previous one. Beside the
simplicity with respect to possible modifications of the model,
the calculation of the twelve periods occurs instantly.

Several data sheets for products, periods, demands, retailers
and producers were built as follows:
Product contains product master data to extend calculations

for more complex product recipes in the future.
Period contains the assumed situation per period described

by market share per product and per retailer.
Demand uses Period data to charge the demand of the con-

sumers for a specific product sold by a retailer per period.
Retailer uses Demand to change the initial stock of and the

demand for a specific product for each retailer. Then, the
stock level after fulfilling the consumers’ demands and a
possible backlog of unfulfilled demands are calculated.
The purchase volume equals the difference between cur-
rent stock and reorder level multiplied with the nervous-
ness factor, if the stock is below the reorder level.
The calculation of the following periods is conducted in a
similar way except for the initial stock per period which
is derived from the previous one.
Since 12 periods are considered for 8 retailers, the
calculation stretches over more than 100 rows and within
the rows stand out three column blocks for each product.

Producer is set up in a similar way like Retailer. Product and
retailer data are used to fulfill the initial demands of the
retailers. Supply conflicts between retailers are avoided
by serving them in alphabetical order.
Also the producers’ stocks after delivery are calculated
and a possible backlog is build up. If a producer’s
inventory is below the reported level, it produces enough
to replenish the inventory, multiplied by the nervousness
factor. This is only restricted by the amount of available
bottles.
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Finally, bottles are ordered if the bottle amount is below
the reorder level, again multiplied by the nervousness
factor. It is assumed that the producer of the bottles can
always fulfill this demand.
The calculation of the following periods is conducted in
a similar way, and complexity of the sheet Producer is
similar to that of the sheet Retailer.

In addition to these calculation sheets, also sheets with
graphical dashboards have been established to observe changes
concerning the BWE if parameters like the initial stocks,
demands, reorder levels, or nervousness factors change. This
makes the simulation experimental.

Although it was easy to get started with the Excel model,
it became worse with the number of periods, products, and
retailers that had to be added to the sheet until the scenario
setting had been reached. One reason for this is that it
is difficult to include well readable comments to the excel
sheets. Also changing delivery policies like the order in which
retailers are served by the producers must be implemented cell
by cell, since it is difficult to centralize such decisions. Hence,
it must be stated that it is almost impossible to develop scalable
models for the BWE in Excel. Nonetheless, for the described
problem size it is a good alternative and helped to validate the
results of the Petri net model explained next.

V. PETRI NETS AND THE PROCESS-SIMULATION.CENTER

Petri net models are used to analyze and simulate dynamic
systems. Their main benefit is the ability to describe concur-
rency in a natural way and concurrent actions are not forced
into a schedule. Hence, they are beneficial for the definition
of business processes and supply chains [13][14]. One popular
and currently widely discussed application of Petri nets in
business process management is Process Mining [15][16].

Originally, Petri nets are defined as Place/Transition nets
(P/T) with anonymous tokens indicating a system’s state [17],
but concepts like Predicate/Transition nets (Pr/T) and Colored
Petri Nets (CPN) also support the representation of high level
information [18]–[20]. Demanding models of high-level Petri
nets need appropriate software for modeling and simulation.

The Process-Simulation.Center (P-S.C), which is introduced
next, supports P/T and Pr/T nets. The Pr/T net concept is
realized in such a way that places have an assigned data type
and can be used in analogy to tables in a database. Functions
encoded on transitions and edges may process this data. Data
which is spread over several places can be joined into a single
data record. Own types for date and time are substructures for
the simulation of processes in production and logistics and
enhance the approaches to timed Petri nets [21].

In contrast to relational algebra and, hence, SQL, in P-S.C
the processing of tuples on places is serialized. The reason for
this design choice is that in business and production processes
work items are also treated one after another. The concrete
sequence is decided upon locally by the transitions of the net
and its marking [22].

Moreover, the P-S.C can be used to connect the process view
on a system with other views. Process maps may combine dif-

ferent processes with each other and express the strategic value
of a specific process as a primary, support, or management
process. Also, the organizational structure of an institution can
be combined with the Petri net view by arranging the process
nodes in swim lanes of the corresponding responsible organi-
zational units. Organizational charts complete the functions of
the P-S.C [22].

It is worth mentioning that for a better readability the P-S.C
draws nodes in such a way that their labels can be presented
within. To further strengthen visual clues of their functionality,
nodes can be provided with symbols [22].

The dearth of current Petri net tools, the quaint user ex-
perience of most of the still working ones and the unique
approach of using textual programming instead of drag-and-
drop modeling in combination with the added functionality are
the main reasons for the implementation of the P-S.C [22].

VI. SIMULATION WITH THE AID OF PETRI NETS

Figure 4 shows the Petri net model of the described scenario.
Swimlanes are used to separate the model into three parts,
called Exchange, Supply Chain and Phases, that interact in
order to simulate a period with the following five phases:
Phase 1 In the first phase transition Buy Shampoo realizes

the transfer of goods from retailers to consumers. It is
enabled as long as there is unfulfilled demand for the
current period, which is coded in the token information
on place 1. Phase. For this place, Demand contains the
demand information for all periods and place Retailer
Dashboard encodes the initial stocks at the beginning
and later the achieved stocks as the simulation proceeds.
Delivered goods are coded on place Bought.
Transition next below from 1. Phase initiates the next
phase, if transition Buy Shampoo is no longer enabled.

Phase 2 The second phase occurs when the corresponding
place is marked with the number of the current period.
Now the retailers order shampoo if the stocks are below
the reorder level. At the same time, the producers’ stocks
of finished goods are emptied. For this, the current stocks
of the producers are encoded on place Producer Dash-
board. Delivered goods are coded on place Delivered.
When transition Order Shampoo is no longer enabled,
transition next below of 2. Phase fires and phase 3 begins.

Phase 3 The third phase simulates the production of new
shampoo, restricted only by the number of available
bottles. Therefore, only the producer information must
be considered. The produced amount is stored on place
Produced.
When transition Produce Shampoo is no longer enabled,
transition next below of 3. Phase fires to begin phase 4.

Phase 4 The fourth phase simulates the re-stocking of the
bottles if the current stocks are below the reorder level.
It is assumed that the producers of the bottles have infinite
supply available.
When transition Deliver Bottles is not enabled anymore,
transition next behind 4. Phase fires and the last phase of
a period begins.
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Figure 4. Petri net model of the scenario’s supply chain.

Phase 5 The final phase takes unfulfilled demands of former
periods and copies them to the upcoming one. If all
backlog information are copied, the transition below 5.
Phase increments the period counter by one and the next
period starts with its first phase.

Figure 5 shows exemplary how the (initial) marking of place
Demand can be operated within the tool.

At the end of the simulation run, the P-S.C exports the entire
set of reached markings for further analytics.

Figure 5. Screenshot showing the initial marking of place Demand.
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VII. VISUALIZATION OF THE BULLWHIP EFFECT

The classic bullwhip effect is manifested by pronounced
fluctuations in inventory levels upstream in the supply chain.
Besides, different views of what is happening are possible.
Visualizations are suitable for addressing different perspectives
within or interdependencies across the supply chain. To see the
bullwhip effect of a product in the supply chain, viewers look
into the participants’ warehouses. The data for this is a CSV-
export generated by the P-S.C at the end of the simulation.

Figure 6 provides a first view: The four 3D area graphs in
the diagram represent the summed inventory per stage of the
supply chain: Light green =̂ retailer stock, green =̂ producer
stock I (finished goods), dark green =̂ producer stock II (raw
material). All eight retailers offer Aloe in their portfolio, but
this product is manufactured by only three producers.

The stocks of Body, Head, and Neck and of the eight
retailers reach a similar level. Increased sales between periods
3 to 5 (from 200k to 404k shampoos sold) have a well visible
impact for the upstream participants in the supply chain.

Period zero represents the initial values in the warehouses
when no sales of the products have taken place yet. The gray
area chart (=̂ bought goods) starts in the first period. This
graph also shows the amount of goods actually sold in order
to classify the stage-wise inventory level of the supply chain.
Further, the bought goods act as an anchor value and could
be the benchmark in a customer-oriented supply chain.
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Figure 6. Bullwhip effect for the product Aloe.

It is worth taking a look at the respective ordering and
production behavior shown in Figure 7. Fluctuations between
purchased, delivered, and produced products become more
relevant upstream in the supply chain, as described in the BWE
literature.

The focus in Figure 7 is on the changes in inventories
of the product Aloe. Based on the general popularity of the
product’s consumer group, the number of shampoos supplied
and produced is also adjusted here. The gray line shows the
actual demand for shampoos. The light green bar reflects the
articles delivered to the retailers and the filled dark green line
shows the number of shampoos produced. Again, period zero
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Figure 7. Activity of the product Aloe.

represents the initial stocks: No products are demanded or
produced at that moment.

In addition, a simplification of the model is uncovered
here: The production capacity of the producers varies greatly.
Fluctuations in demand are compensated for almost equally
by this flexibility. Imagine a constant production level of e.g.,
400-500k shampoos and in a second step imagine the impact
on the producer’s inventories in Figure 6. The only limitation
in this model is the raw material, which must be ordered first,
however, in unlimited quantities.

Basically, these large fluctuations cause uncertainty in ca-
pacity and quantity planning for the participants. This also has
an impact on the capacities to be purchased in terms of loading
space or personnel planning. At this level, all movements at
the product level can be seen across all retailers and producers.

The clear picture given by Figure 6 becomes confusing from
the perspective of an individual. Figure 8 shows an in- and out-
diagram of retailer Glo’s product Aloe. The gray bars represent
the product’s actual amount of sales and the light green bars
represent the shampoos supplied by the producer.

The simulation can be considered as an equivalent to a
business planning game. Thus, the expired period is analyzed
at the same time as the decisions for the coming period
are made, e.g., for the delivery volume. So the stock in the
warehouse is replenished with the ordered quantity (minus
backlog) at the beginning of each period.

Therefore, for example, the inventory at the retailer Glo is
never empty, because the backlog is never equal to the ordered
quantity, but only parts of it.

In this simulation, the demand for the three products Aloe,
Chai, and Coco fluctuates, and so does the planning reliability
for all involved parties. It becomes clear that at this level the
view of the big picture of the market is missing, which is still
given above. How would you act as a retailer Glo in a 13th
period? Would you adjust the order level or perhaps reduce
the order quantity? If you would have a simulation as the
described one, you could add all available market information
to the simulation to soften negative bullwhip effects.
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VIII. SUMMARY AND OUTLOOK

During the validation phase for this research, the authors
found that individual variables such as demand distribution or
output data in the market hardly played a role to generate the
BWE. Further, the modelers could have imposed much tighter
constraints. The simulation model is key. Thus, the models
are most applicable to real-world data from enterprise users.
Even with the arbitrary numbers, the simulations produce the
bullwhip effect, which is clearly visible at the level of an
individual participant.

In conclusion, the following lessons can be summarized
when running a simulation with Excel:

1) At the beginning, a clear and consistent structure should
be developed directly, especially with regard to the
interaction between the tables.

2) Calculations with formulas should be kept as simple as
possible, because they must be repeated for the various
periods, products, retailers and producers.

3) Subsequent changes often lead to errors in the formulas;
the four-eyes principle should be applied.

Also for the Petri net simulation lessons could be learned:
1) It took several detours until the clear final structure

presented in this paper was found.
2) However, the final solution scales and only the initial

data for more periods have to be added. The Petri net
structure stays the same.

3) Without a mature tool for modeling and simulation
of high-level Petri nets, it is impossible to develop a
comparable model and to benefit from this.

Each approach can meet the user at their individual skills
and supports the performance of what-if analyses and in
running through different scenarios. This is the beauty of these
approaches and paves the way for practical use.

But is this enough to protect companies from the bullwhip
trap? ”Presumably not,” because the simulation only takes
the user to the heart of the problem: Small changes of the
configuration can have a significant impact on the outcome,
and incorrect assumptions about the market made by users
lead to incorrect predictions regarding the bullwhip effect.

Nonetheless, further research on this topic seems to be
reasonable, because this research on bullwhip simulation is
only just beginning.
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Abstract - Decision support systems refer to computable models 
that assist decision-makers in the identification and/or the 
estimation of consequences of decision alternatives. In this 
regard, model-driven decision support systems have been 
proven successfully, which use simulation models to analyze 
business processes and respective decision situations based on 
parameters and a limited amount of data. The focus of this 
contribution is on the opportunities of using such a business 
processes simulation in the field of supply chain risk 
management. Therefore, we present a novel approach that 
couples a data-based supply chain model with a consequence-
driven risk simulation. Our simulation approach reverses the 
standard risk management cycle by identifying vulnerable 
parts within the supply chain – in terms of a data-based model 
– and subsequently backtracking possible triggering risk 
events instead of predicting such possible events first. The 
result of our approach is an easy-applicable procedure that 
allows companies to analyze and to improve the resilience 
status of their supply chains. 

Keywords - decision support systems; data-based supply 
chain model; consequence-driven risk simulation; resilient 
supply chains. 

I.  INTRODUCTION 

Simulations can be characterized as descriptions of a real 
system by a model. They are particularly useful when the 
system under examination is complex and includes numerous 
interactions. Simulations offer the opportunity to run through 
alternative solutions in different scenarios. They make it 
possible to anticipate the behavior of processes at runtime 
and thus act as a basis for decision-making without an 
underlying algorithm for determining an optimal solution. 
Instead, by incorporating human intuition, insights into 
characteristics - such as bottlenecks - can be gained. Such 
dynamic analyses, based on different iterations and multiple 
variations in inputs (what-if analysis), permit human 
decision-makers to deepen their knowledge of the real 
system under study [6] [29] [35]. However, if the 
complexity, randomness, and variability within the system 
increase, the corresponding predictability under various 
conditions becomes more problematic. 

Making good decisions depends on the available 
information describing the relevant aspects of the decision 
environment. This information can be either deterministic or 
subject to uncertainty [5]. In a decision situation under 
uncertainty, the outcome of a decision alternative is 
probabilistic or even unknown. In this case, the prediction of 

the consequences is difficult [36] and a computable model in 
terms of a Decision Support System (DSS) to assist decision-
makers are required [8] [18]. A DSS facilitates the 
structuring of information to make the decision process more 
productive and agile as uncertainty and complexity of the 
decision situation can be reduced [17] [34]. Several authors 
have highlighted the fact that a DSS never aims to replace 
decision-makers; rather, the support still depends on the 
decision-makers with the objective of obtaining a good 
solution in a reduced amount of time [12] [14] [23].  

There are typically three management systems included 
within a DSS: a data management system, a model 
management system, and a dialogue management system 
[32]. The first is targeted at structuring internal and external 
data, processes, information, and knowledge to develop a 
database as a platform for decision-making. Based on this 
database, the actual decision problem itself can be solved by 
implementing a data-based model to identify and test 
decision alternatives. Finally, interactive queries, reporting, 
and graphing functions are required to interact with the 
decision-makers. Particularly systems of data management 
are highly crucial as decision-makers never had access to 
more decision-relevant information than today [31]. 
However, this is not always beneficial as a pre-decision is 
needed by defining the relevant information to deal with the 
decision situation [11]. There are various classification 
schemes of DSSs available in literature. A common 
possibility is to describe them by their function [23] [28]. In 
this contribution, the focus is on model-driven DSSs using 
quantitative simulation models to analyze a decision 
situation based on parameters and a limited amount of data 
[28] [31].   

Simulation based on a model-driven DSS reveals several 
opportunities: it enables an integrated view by describing the 
states of individual system components or even an entire 
system. Simulation using historical process data can support 
real-time business operations. From this perspective, 
complex business processes like supply chains, are of central 
importance for decision-makers. Adjustments to synchronize 
process steps of different supply members are often 
necessary. A corresponding simulation model can support 
the analysis of various problems for strategic, tactical, and 
operational questions. The application of simulation in its 
different methodological shapes is well established in 
literature of supply chain analysis [15]. 

In this regard, the supply chain processes must be able to 
accommodate changes within the environment. A DSS needs 
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to be able to deal both with foreseen and unforeseen changes, 
even with disruptions to draw the right decisions. This means 
not only to avoid high costs and loss of profit but also to 
ensure a sufficient degree of flexibility and resilience. 
Supply chains are faced by lots of uncertainties, which 
makes risk management a key factor for success. In this 
paper, we consider possibilities of business process 
simulation to be used in supply chain risk management with 
the objective of creating a resilient supply chain. The 
rationale of our contribution is organized as follows: 
Sections 2 and 3 provide a summary of current developments 
in supply chain risk management and business processes 
simulation. In Section 4, we present a novel approach that 
facilitates the analysis of resilient supply chains based on a 
data-based risk simulation. The key aspects of our research 
are finally summarized in Section 5. 

II. SUPPLY CHAIN RISK MANAGEMENT 

Supply chains are dynamic networks of interconnected 
multinational firms, including relationships across a possibly 
large number of involved entities and integrated value-added 
processes [9]. Each entity refers to a specific functional stage 
in the supply chain, such as suppliers (e.g., raw material 
supplier), manufacturers, customers (e.g., wholesalers), and 
end customers. From the perspective of a specific entity, 
functional stages are either located in the upstream (supply 
side) or in the downstream (demand side) [4] [9] [27]. The 
supply chain consists of physical flows organizing the 
spatial-temporal transformation of goods, information flows, 
and financial flows, such as credits, payment schedules, and 
consignment arrangements [19].  

In recent years, supply chains have become more 
interconnected and complex and they are – in particular in 
today’s turbulent and uncertain world –predisposed to 
disruptive events [7]. Every organization somehow depends 
on further firms, industries, and markets and even the most 
carefully controlled processes are only as good as the links 
that support them [10]. Disruptions have the potential to 
cause heavy short- and long-term losses in stock price, 
shareholder value, sales, and reputation, as well as to damage 
relationships between suppliers and customers [16]. The 
recent COVID-19 pandemic or the interruption of the Suez 
Channel have highlighted how crucial supply chain 
disruptions might be. Before a disruption occurs, its potential 
is described by a supply chain risk threating the movement of 
physical flows [37]. Basically two kinds of risks can be 
distinguished in this regard: internal risks, such as late 
deliveries, excess stock, poor forecasts, financial risks, minor 
accidents, and human error and external risks in terms of 
natural and man-made disasters (e.g., extreme weather 
events, wars, terrorist attacks, outbreaks of diseases, or price 
rises) [37]. 

For decades, trends, such as globalization, 
decentralization, outsourcing and just-in-time, have 
optimized supply chains mostly in the direction of being 
highly efficient [13]. The other side of the coin has been an 
increased vulnerability of supply chains towards shocks as, 
for example, more nodes (entities) in a logistics network 
increase the threat of disruptions propagating through the 

highly interrelated networks. Thus, even a local failure can 
negatively affect businesses on a global scale. The number of 
events causing such disruptions is growing. According to a 
study of McKinsey & Company [24], companies should 
expect supply chain disruptions lasting a month or longer to 
occur every 3.7 years. Logistics managers have understood 
the importance of resilient supply chains and, consequently, 
Supply Chain Risk Management (SCRM) has increasingly 
become a topic on their agendas. Basically, resilience is 
concerned with the supply chain’s ability to manage the 
consequences of an avoidable risk event and return to its 
original operations [3]. Strategies to increase resilience are 
related to an increased flexibility, agility, adaptability, and 
visibility of the supply chain [10] [25]. Examples might be 
postponement, strategic stock, flexible supply base, 
validations of make-or-buy decisions, economic supply 
incentives, flexible transportation, and revenue management.  

But how should a SCRM be implemented and specified 
to improve the resilience of the logistics structures? If you 
open a standard textbook, you will find that supply chain risk 
management should follow a cyclic risk management 
approach in terms of identifying, analyzing, evaluating, and 
monitoring risks threatening the smooth functioning of the 
networks [e.g., 21]. Although this is relevant information, it 
does not translate into a direct plan of action for the 
managers. How can such a procedure be set into motion? 
Where is the starting point? What data are required? 
Approaching these challenges from the practical side, 
managers could turn to one of many commercial SCRM 
tools, which typically promise network transparency, 
provision of global real-time information (e.g., weather data) 
and assistance in the development of reactive emergency 
measures. However, they focus on very specific resilience 
issues like, for example, ad-hoc actions to handle a harbor 
strike by switching the transportation mode from ship freight 
to emergency air cargo. The tools do not provide what the 
managers who are eager to implement SCRM are looking 
for. 

III. BUSINESS PROCESSES SIMULATION 

The simulation approach maps systems with their 
dynamic processes for analysis purposes. It allows to 
anticipate the behavior of processes at runtime and to 
consider alternative solutions in different scenarios. System 
Dynamics (SD), Discrete Event Simulation (DES) and 
Agent-Based Modeling (AB) can be distinguished as the 
main simulation paradigms for modeling complex systems. 
Simulation tools typically allow visualization of the 
simulation process.  

Business processes represent the backbone of the 
enterprise. The overarching goal of the Business Process 
Management (BPM) approach is the achievement of 
continuous improvement in organizations [30]. BPM 
analyses business activities and their interactions, identifying 
potential improvements as a support to decision makers. 
However, the use of simulation models for controlling 
business processes and related decisions (decision making) 
proves to be limited [1]. In practice, BPM rarely captures the 
dynamic characteristics of business processes, although this 
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would provide a better understanding in the event of rapid 
changes by decision-makers in execution. 

The design of business processes both within a company 
and across company boarders leads from the as-is analysis to 
the definition of a to-be model and its implementation, which 
is increasingly characterized using IT solutions in the context 
of digital transformation. Business process modeling acts as 
an essential vehicle in this regard and, thus, Business Process 
Modeling Notation (BPMN) has emerged as a de facto 
standard. In principle, an extension of the BPMN modeling 
language for simulation purposes is possible, as shown by 
the Business Process Simulation Interchange Standard 
(BPSim). However, there is still a need for research in this 
context, for example to develop a fully elaborated resource 
model [20]. By extending such a solution, simulation can be 
integrated into the business process management concept. 

Simulation has been used in the supply chain sector for a 
long time. The focus is mostly on efficiency aspects and less 
on risks and resilience. However, basically triggered by 
global trends and corresponding uncertainties, it is 
indispensable that a holistic management of supply chains is 
required which additionally respects  risk aspects [26]. Such 
a holistic management enables logistics managers to adjust 
their planning individually by steering and trading-off the 
degrees of efficiency and resilience within their supply 
chains. 

IV. BUSINESS PROCESS SIMULATION FOR SUPPLY CHAIN 

RISK MANAGEMENT 

The objective of our research is to develop a practical 
SCRM approach that supports decision-makers in simulating 
the current (as-is) and future (to-be) resilience status of their 
strategic supply chain processes.  

Our approach suggests combining a data-based supply 
chain model with a consequence-driven risk simulation. In 
fact, we translate the data available within a company, which 
describe the strategic supply chain processes in terms of 
physical flows of goods into a data-based representation of 
the supply chain. This data-based model provides a platform 
for decision-making in resilient supply chain design. Firstly, 
companies can directly identify and analyze vulnerable parts 
of the supply chains as well as the consequences of specific 
risk events. Secondly, the suitability of logistics strategies 
(decision alternatives) to improve the current resilience 
status can be simulated within the model. Thereby, the 
consequence-driven risk simulation reverses the standard risk 
management cycle by identifying vulnerable parts within the 
supply chain (model) and subsequently backtracking 
possible triggering risk events instead of predicting such 
possible events first.  

Our approach switches the focus from an efficient to a 
resilient supply chain management (see Section 2) and 
provides decision support for supply chain risk managers. 
The main rationales behind the two core components – data-
based supply chain model and consequence-driven risk 
simulation – are described in the forthcoming paragraphs. 
The formulation of the steps included within these 
components as well as their exemplary application is work-
in-progress and not the focus of this paper. 

Data-based supply chain model  
The data-based supply chain model includes all physical 

flows of the network under consideration for a certain 
reference time (e.g., 12 months) from the perspective of the 
company. It is the objective of the company to define the 
scope of the analysis in terms of geographic regions of 
entities, material groups, and organizational entities. From an 
analytical point of view, a supply chain is defined as a 
network of nodes and edges. Each node refers to each one 
entity of the supply chain, such as suppliers, customers, or 
company-specific facilities (e.g., factories, warehouses). An 
edge defines a single physical flow in terms of a delivery, 
which arises over time between each one sender (point of 
origin) and receiver (point of consumption) location. 

The necessary company data to develop the model refers 
to transaction and master data, which can be gathered out of 
the data warehouse of a company. In this regard, one major 
benefit of our approach becomes obvious: instead of 
investing in external tools to analyze and improve the supply 
chain, we suggest applying the data which is already 
available. Our approach, thus, ensures that SCRM can be 
conducted incidentally by the companies themselves, which, 
in turn, implies low cost, as well as high practicability and 
acceptance. 

The relevant systems defining the data warehouse are 
widespread and might refer to Enterprise Resource Planning  
(ERP) systems, excel, or Structured Query Language (SQL) 
files. Our approach does not focus on the origin of the data 
but on the necessarily required information (as possible 
parameters in the consequence-driven risk simulation) within 
the transaction and master data to represent the physical 
flows. In fact, the data-based model captures transaction data 
in terms of delivery positions and master data in terms of 
material data and entity data: 

• Delivery positions: each single physical flow in the 
network refers to a delivery of a certain material across each 
one sender and receiver location. Such a material-specific 
flow is called delivery position; several delivery positions 
can be part of a shipment (e.g., truck load), which, in turn, 
includes various materials. Delivery positions provide the 
basis of the data-based supply chain model as they include 
all spatial information regarding the entities and temporal 
information regarding the physical flows. Sender, receiver, 
and material must be identifiable in an unambiguous manner 
– which implies that each of them is specified by a unique 
ID. Via this ID, further in-depth information can be captured 
out of the entity and material master data (see below). 
Moreover, delivery positions should provide information 
regarding the sending date (start of delivery from the sender 
location), receiving date (end of delivery at the receiver 
location), material quantity (number of parts to be delivered), 
and transportation mode (e.g., road transport, air cargo).  

• Entity and material data: entities included within the 
supply chain might be suppliers, customers, or company-
specific facilities, such as factories or warehouses. Master 
data should be used to pull further entity-specific information 
per delivery position via a sender ID or a receiver ID 
referring to an entity ID. Such further information refers to 
the entity type (e.g., supplier), entity country, entity city, and 
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entity geo-information of latitude and longitude. As the 
objective of our approach is to analyze resilience from a 
strategic perspective, the aggregation level of geoformation 
referring to a city is seen as sufficient. Optionally, further 
details, such as addresses, can be used to further detail the 
supply chain. Material-specific information per delivery 
position should be captured from the material master data. 
Via the unique material ID, such information might be the 
material description, material weight [kg], material volume 
[m3], material price [e.g., EUR] and material product group. 

 
TABLE I. NECESSARY INFORMATION OF THE DATA-BASED MODEL 

 

 
 

Table I summarizes the necessary information 
(parameters) of a single physical delivery to be gathered out 
of the transaction and master data. The arrows in the table 
highlight connections between transaction and master data. 
In fact, entity-specific information of a delivery position can 
be captured by via a unique entity ID (referencing to the 
sender ID or receiver ID given in the delivery position); 
material-specific information can be captured by a unique 
material ID (referencing to the material ID given in the 
delivery position). 

It becomes obvious that the data-based supply chain 
model consists of a database where each single dataset refers 
to a delivery position specifying each one material-specific 
physical flow in the network. Based on this data, further 
information can be included to the database, such as 
information regarding the considered part of the supply chain 
(e.g., an inbound flow between a supplier and a company-
specific entity, an intra-company flow across company-
specific entities, or an outbound flow between a company-
specific entity and a customer), distance [km], which can be 
easily included by using open-access web tools (distance 
calculators), or further calculations, such as the total delivery 
weight (material weight * quantity), delivery volume 
(material volume * quantity) and total price (material price * 
quantity). 
In summary, each physical flow in the data-based supply 
chain model provides sender-specific, receiver-specific, 
material-specific, and transport-specific information. An 
exemplary representation of this data is given in Figure 1. 
For two nodes of the supply chain, A and B, the model 

includes two datasets with the respective information for the 
physical flows 1 to n. 

 
 
Figure 1. Included data per physical flow 
 

Consequence-driven risk simulation 
The data-based model provides the ingredients for 

simulations by changing the values of the parameters, which 
leads to a modified structure and, thus, performance of the 
supply chain. It can be used to evaluate the current and future 
resilience status of the supply chain under consideration. 
This is because the model allows to directly explore the 
effects of risk events facing the supply chain as well as 
logistics strategies to hedge against the negative 
consequences of such events. In difference to standard 
approaches of risk management, we propose a procedure that 
reverses the traditional contents of risk identification, risk 
analysis and assessment, and risk mitigation (see Figure 2). 
In fact, we believe that rather than answering to the question 
“what is happening to the supply chain if a certain risk event 
enters?”, the rationale of SCRM should be: “what are the 
most vulnerable parts in the network that lead to the highest 
consequences and how can they be mitigated?”. 

Therefore, our simulation procedure starts with the 
identification of the most business-critical and, thus, 
vulnerable parts of the supply chain, which might be the 
nodes or edges of the network. For instance, the most 
vulnerable parts might be the top sending and receiving 
nodes (e.g., nodes with high frequencies of deliveries, a high 
value of materials), most exclusive material-specific sender 
and receiver locations, or top materials (e.g., annual value of 
deliveries). The data-based model thereby provides a 
platform to rapidly identify and analyze those vulnerable 
parts. 

Based on the identified vulnerable parts, we suggest 
simulating effects in the supply chain when the business 
processes behind the vulnerable parts change (e.g., total 
weight or value per supplier, outbound flows of warehouses). 
Therefore, forecasts are implemented, which affect the 
parameter values, e.g., price increases of certain materials or 
disruptions of certain regions, sender and/or receiver 
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locations. By modifying the parameter values, worst-case 
consequences can be revealed when business-critical or 
vulnerable parts fail.  
 

 
Figure 2. Procedure of consequence-driven risk 

simulation 
 

Rather than it is the objective of standard risk 
management, the identification of risk events triggering 
disruptions is the third step of our procedure. In fact, the 
scenarios and narrative descriptions are developed leading to 
the parameter changes, which have been simulated in the 
previous step. Such scenarios might refer to geographic 
issues (e.g., natural disasters), political events (e.g., tariffs), 
drops in demand, or further events, such as disruptions of 
key entities as warehouses due to strike events.  

Finally, the data-based model can be again used to 
simulate logistics strategies that hedge against the failures of 
the most crucial parts. These logistics strategies might be, for 
example, multiple sourcing strategies, additional entities in 
the network (e.g., further warehouses in certain areas), 
adapted frequencies in supplies, or further redundancies, 
such as larger inventories. Again, consequences of the 
logistics strategies must be translated into several parameters 
of the data-based model, such as further supplier locations 
for a previously single-sourcing material. In this way, the 
effects in the supply chain can be evaluated and the targeted 
future resilience status can be compared with the previously 
analyzed current resilience status. 

V. CONCLUSION 

In this paper, we have discussed the relevance of using 
business processes simulation in supply chain management 
and, in fact, for the creation of resilient supply chains. 
Therefore, we have presented the rationale of a novel 
approach, which consists of two core components: data-
based supply chain model and consequence-driven risk 
simulation. We have outlined the basic rationale behind the 
two core components and, in fact, how a data-based model 
and simulation procedure can be used for business processes 
management in SCRM. The two core components include 
various steps.  

The specific steps of our approach refer to the 
determination of framework conditions, data gathering, data 
structuring, data modelling, and the application of 
standardized key resilience indicators to identify vulnerable 
parts and to analyze the consequences of risk events. Our 
future research objective is to develop an easily 
implementable “cooking recipe” for our SCRM approach by 

providing in-depth descriptions of those steps for the 
logistics managers. In this contribution, we have exemplarily 
outlined the result of the step of data structuring in terms of a 
clear definition and links of the necessary data to stretch the 
logistics network (see Table 1). The specification of all 
further steps is work-in-progress.  

Particularly the steps of data modelling and the 
application of the key resilience indicators include various 
mathematical formulations (e.g., delivery-specific volumes 
and weights, percentages of disrupted entities in the 
network). Those formulations are highly crucial aspects of 
our “cooking recipe” and will be therefore addressed as the 
next step of our future research. Moreover, an adequate 
graphical presentation of the decision support results (e.g., 
as-is versus to-be scenarios) as well as sensitivity analyses 
will be highly crucial.  

The quality of simulation results strongly depends on the 
quality of the input data. Business process simulation models 
are intended to use real-life data sources for gathering 
relevant data. The process mining approach, which is not 
discussed further in this article, can make an important 
contribution to the creation of conceptual models by 
generating process models from event logs. Process mining 
enables automated control flow discovery (process model 
discovery), performance analysis (process bottlenecks), 
conformance checking (process guidelines vs. actual 
practices), enhancement (diagnostics), and resource 
organizational structure (collaboration) [2]. A limitation of 
contemporary process mining techniques can be seen in the 
fact that they tend to focus on distinct process instances and 
not on the multi-case setting of BPS [22]. To utilize a multi-
case context in business process Simulation, approaches, 
such as the Multi-Event-Log from Celonis, can be applied 
[33]. 
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Abstract—We present a system for simulating home and public
charging operations of Plug-in Electric Vehicles (PEVs). We
model PEV traffic streams that result in corresponding charging
operations. The simulation allows to configure many influential
factors, such as the number of PEVs, consumption, charging
stations, their locations, charging power, working hour distri-
butions, holiday seasons, and the ratio of regular to irregular
rides. In this paper, we demonstrate the applicability of our
simulation in the context of predicting the short-term, regional
energy demand of PEV charging. The prediction can be used to
support energy suppliers and charging infrastructure operation,
for instance. We use automated machine learning (AutoML) to
train a forecasting model based on the simulation output. This
combined workflow, integrating discrete-event simulation and
machine learning, allows us to build a prediction pipeline where
simulation data can be swapped with real data once available.

Index Terms—Plug-in Electric Vehicle Charging; Simulation;
Energy Demand Prediction; Machine Learning; AutoML.

I. INTRODUCTION

The transportation sector is facing a massive transformation
in the upcoming years as the penetration of Plug-in Electric
Vehicles (PEVs) is rapidly increasing [1]. This paper describes
our work-in-progress Discrete-Event Simulation (DES) that
models PEV traffic and emits corresponding charging oper-
ations. The simulation can be used in a variety of ways to
advance electric mobility, e.g., for analyzing charging patterns
and fostering the understanding of PEV owners’ charging
behavior and their corresponding needs. The simulation incor-
porates aspects related to driver behavior, e.g., working hour
distributions, holiday seasons, and ratio of regular to irregular
rides. It also involves equipment and adoption aspects, such as
the number of PEVs, charging stations, charging power, bat-
tery capacity, and consumption. We demonstrate the usefulness
of our simulation with the following application example.

A vital component for the propagation of electric mobility
is a reliable and broadly available charging infrastructure. To
enable this, it is important to accurately predict the realistic
PEV charging operations while taking into account major
influencing factors, such as the driver behavior [2]. Connected
cars can fuel the underlying data basis for those predictions by
providing data points that cover public and home charging op-
erations. However, until connected PEVs will be the prevalent

vehicle class, simulation data can be used as a versatile proxy
to build up a resilient prediction pipeline. We use the output of
our simulation, i.e., charging data, as the basis for training a
prediction model with automated machine learning (AutoML,
see Section IV) [3]. The model forecasts the short-term (up to
a day) energy demand of PEV charging on a regional level.
The paper provides the following main contributions:

1) A simulation of PEV charging behavior
2) An application example using the simulation output to

train a model for regional energy demand prediction
3) An evaluation of the simulation and prediction model

The remainder of the paper is structured as follows. Sec-
tion II examines the related work. The simulation is presented
in Section III and employed in the application example in
Section IV. Then, the evaluation is described in Section V
before the conclusions are drawn in Section VI.

II. RELATED WORK

The simulation of traffic streams was relevant long before
electric mobility became more widespread. The traffic sim-
ulation SUMO [4] was utilized in traffic management and
routing research, for instance. For the analysis of electric
vehicle traffic, many different approaches are used, such as
Monte Carlo methods [5] or M/M/s queueing theory [6]. In
comparison, we use DES and allow for a combination of
workday and holiday patterns and incorporate the usually
rather slow (private) home charging. Similar to [5] and [6],
most other approaches (e.g. [7]) focus only on public charging.

The electric mobility simulators most similar to our system
are V2G-Sim [8], ACN-Sim [9], and EVLibSim [10]. V2G-
Sim was used to study battery degradation and integration of
PEVs in smart grids as power sources, for instance. ACN-Sim
and EVLibSim focus on the charging infrastructure perspective
and incorporate detailed models for, e.g., pricing or unbal-
anced three-phase infrastructure. In contrast, we model traffic
streams that result in charging operations. There exist several
approaches that utilize Machine Learning (ML) for PEV
charging load forecasting [11], but our application example
is, to the best of our knowledge, the first that uses AutoML.
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III. PEV CHARGING SIMULATION

A. Overview

We utilize the DES framework SimPy [12] for simulating
the charging behavior of PEVs. The active components like
PEVs or charging stations are modeled as processes, which in-
teract with each other and their environment using events. For
example, when a PEV starts to charge, it has to interact with a
public or home charging station. This interaction is represented
by a triggered charge event, which initiates the recharging of
the PEV’s battery. The major simulation entities are illustrated
in Figure 1. A public or home ChargingStation comprises
a number of ChargingPoints. At a ChargingPoint, only one
vehicle can charge at a time. PEVs and ChargingStations are
always situated at a specific Location. Additionally, PEVs have
a permanently assigned home Location. Furthermore, a PEV
is also tied to a regular or irregular Tour (see Section III-B),
which in turn has exactly two Locations (start and destination).

B. Assumptions

The charging behavior of the simulated PEVs underlies
some basic assumptions.

1) As soon as a PEV reaches its destination, it charges if it
is not capable to perform the next tour with the current
State of Charge (SoC). In this case it may have to find
a suitable charging station nearby.

2) If a PEV arrives at its home location and the home
location has an existing charging station, the PEV always
starts to charge regardless of its SoC status.

3) If a vehicle needs to charge during a tour, a suitable
charging station is searched along the tour.

The consumption is calculated on the basis of the tours’
distance and the average consumption of the PEV.

Public and home charging stations are able to charge mul-
tiple PEVs at the same time. This behavior is also reproduced
in the simulation. The charging power of the charging points
can be configured (see Section III-C).

There are two categories of tours a PEV drives: regular and
irregular tours. A regular tour is, for example, the commute
to the worksite and back. An irregular tour occurs sometime
between the regular tours and represents, for example, a
spontaneous trip to drive the children to school because the
school bus broke down. When an irregular tour overlaps
with a regular tour, the regular tour will be canceled. The
times when the PEVs start their regular tours are determined
by a normal distribution. Each kind of regular tour has its
own normal distribution whose parameters can be configured
individually. For example, the simulation initiates tours on
weekday mornings and late afternoons, representing rush hour
traffic. On weekends the distribution changes and the tours
are initiated later than on weekdays. Furthermore, the average
amount of tours PEVs drive during weekend days is lower
than on weekdays.

In addition to the changing driving behavior between week-
days and weekends, vacation periods are also included in the
simulation. During vacation periods, significantly fewer trips

Fig. 1. The most important simulation entities.

are simulated because, for example, the commute to work is
omitted. Furthermore, it is assumed that some people are not
at home during vacation time and therefore fewer trips and
charging events take place. Both the daily number of trips
during vacation periods and the vacation periods themselves
(start and end times and duration) can be configured (see
Section III-C).

C. Simulation Input

The simulation is configured via a set of files, which are
read at the beginning of the simulation. The files contain in-
formation regarding charging stations, worksites, and vacation
periods, for instance. Moreover, we account for the inherent
probabilistic nature of charging behavior by incorporating
several distributions in the configuration files. For example, the
duration of a vacation period can be configured via a normal
distribution, i.e., through defining its corresponding mean (µ)
and standard deviation (σ). An excerpt of the simulation
input parameters is shown in Table I. In total, there exist 71
degrees of freedom that can be configured with corresponding
simulation parameters.

D. Simulation Design

As mentioned in Section III-A the simulation contains
events, which define the simulation flow. The events are
triggered by the processes of the simulation. The event flow
for each PEV is depicted in Figure 2.

The simulation of each PEV starts with a WaitEvent. This
event is triggered when a PEV has currently no tour to drive
and/or is sufficiently charged. If a WaitEvent ends, a new
tour begins by triggering a DrivingEvent, which simulates a
tour of a PEV by reducing the PEV’s SoC. In our work-in-
progress implementation the amount of SoC reduction solely
depends on the distance the PEV traveled and its average
speed. It is always decided in advance which tour (regular
or irregular) will be run and when it will start. Moreover, it
has to be determined if the PEV’s battery has to be recharged.
If a charging operation has to be initiated, either a Home-
ChargeEvent or a PublicChargeEvent is triggered, depending
on the PEV’s location. If charging was not necessary or the
charging operation finished, a new WaitEvent is triggered. The
termination condition of the simulation is met as soon as
the simulation time is greater than the configured maximum
simulation time.
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Fig. 2. Event flow for each PEV.

E. Simulation Output

The simulation writes the relevant information of the ex-
ecuted charging operations to a CSV file, such as their start
time and duration. The most important charging operation data
is shown in Table II.

IV. APPLICATION EXAMPLE

A. Overview

We demonstrate the simulation’s applicability with a pre-
diction of regional energy demand on the basis of simulation
results. The output of the simulation is utilized to train an
AutoML-based model. AutoML creates ML models automat-
ically by using dynamically selected ML techniques. The
parameterization of the ML models is also automated. Thus,
AutoML only requires a training and test dataset as input, from
which an ML model is then generated [3].

In this application example, the presented simulation is used
to simulate the charging operations of the city of Stuttgart
(Germany) for an entire year. For this purpose, the simulation
inputs (e.g., locations of the charging stations or the number of
PEVs) are adjusted accordingly. The simulation output is then
passed to the AutoML-library auto-sklearn [13], which creates
an ML model, predicting the regional energy demands. In
order to pass the simulation output to AutoML, the output data
must first be transformed. This transformation is also known
as Feature Engineering (see Section IV-B) in the context of
ML.

B. Feature Engineering

Features are measurable properties of the problem to be
solved and are used for training the ML model. We dynam-
ically divide the region Stuttgart into several partitions and
create corresponding features by transforming and aggregating
the simulation output as follows: (1) All charging operations
that occur in a given partition are aggregated. A partition
is a rectangle whose height and length are adjustable, i.e.,
the number of partitions decreases or increases. (2) Charging
operations are aggregated by time intervals. (3) All other val-
ues describing a charging operation (e.g., charged amount of
energy in kW) are aggregated and averaged. In this application
example, we use different combinations of one partition size
and one time interval at each time to create several AutoML
model candidates. The goal is to determine the combination
that delivers the AutoML model with the best performance.

TABLE I
SIMULATION INPUT PARAMETERS (EXCERPT)

Name Description
ChargingStation.Location Location of the charging station
ChargingStation.MaxCPower Max. charging power of charging station
ChargingStation.NrCP Nr. of charging points at charging station
Context.NrPEV Nr. of simulated PEVs
Home.Location Home location of the PEV’s owner
StartOfWork.NDist.Mean Mean start time of work
StartOfWork.NDist.Sd Standard deviation start time of work

TABLE II
SIMULATION OUTPUT DATA (EXCERPT)

Name Description
ChargingOperation.Duration The duration of the charging operation
ChargingOperation.Kw The charged energy amount in kW
ChargingOperation.Location Location of corresponding charging point
ChargingOperation.Start Start time of the charging operation
Vacation.Present Vacation period present during charging?

Table III shows example input data for a single partition (Id:
6449) and multiple time intervals (with their corresponding
start times) and with various derived features. For example,
several charging operations might occur in a specific time
interval. Hence, we created the feature MajorityChargingType
that describes, which type of charging operation (public or pri-
vate) occurred most often. As a consequence, the total charging
time (feature SumChargingTime) and average charging time
(feature AvgChargingTime) might also differ if multiple charg-
ing operations took place. We used 75% of the data for training
and 25% for testing the models.

V. EVALUATION

A. Simulation

The simulation has to comply with the underlying assump-
tions described in Section III-B. In particular, we analyze and
compare the results for simulating weekdays with weekend
days. Figure 3 contrasts these two cases and shows the
corresponding number of private and public charging oper-
ations for examplary days. We find that the total number of
charging operations on weekends decreases compared to those
on weekdays.

On a weekday, around 5am, private charging operations
decrease noticeably, while charging operations at public charg-
ing stations increase. This is due to the fact that PEVs are
being driven to work sites or other locations. In the evening,
the private charging operations then rise considerably, which
means that the PEVs are coming home again. This is also
supported by the fact that public charging initially decreases
during this period. These observations are consistent with
findings from [14] and [15]. Chowell et al. and Mucelli
Rezende Oliveira et al. report that (1) trips to the worksite
usually start around 5am, (2) reach their maximum at 8am,
and (3) the workday ends on average between 3-4pm. The
renewed increase in public charging operations in the evening
suggests that tours take place again (to locations of public
life and leisure). This behavior is not seen as strongly on
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TABLE III
ML INPUT DATA (EXAMPLE)

StartTime DayOfWeek Partition Id ChargedKwh MajorityChargingType IsVacation SumChargingTime AvgChargingTime
1590364800 monday 6449 39.88 public true 36723.46 36723.46
1590451200 tuesday 6449 55.18 private true 50814.11 25407.05
1591660800 tuesday 6449 41.54 public false 38255.0 12751.66

Fig. 3. Amount of charging operations for an exemplary weekday
(Wednesday) and weekend day (Sunday).

weekend days. On weekends, it can be observed that there is a
strong increase in home charging at around 3pm. This suggests
that PEVs are returning from leisure trips (started earlier) at
these times. The fact that charging does not increase as much
thereafter suggests that many PEVs do not make any more
trips on a weekend day. Thus, on average, a PEV drives less
tours on weekend days than on weekdays.

The overall behavior of the simulation is plausible and
corresponds to the assumptions made in Section III-B.

B. AutoML

Figure 4 compares the AutoML model candidates created
for the combinations of partition sizes (height = length)
and time intervals using the metric R2 score (coefficient of
determination [16], best 1.0, worst 0.0). This metric is defined
as follows:

R2 (y, ŷ) = 1−
∑n

i=1 (yi − ŷi)2∑n
i=1 (yi − ȳ)

2 (1)

Fig. 4. R2 scores for various AutoML model candidates. Each model was
trained with a specific pair of partition- and time interval configuration.

Here, yi is the true value of the i-th sample, ŷi is the
predicted value for the i-th sample, and ȳ is the arithmetic
mean [16].

It can be seen that the AutoML models with the greatest
height/length of 14,000 meters produce inferior results. All
other combinations of edge length and time interval give
acceptable results. Apart from the bottom line (partition
height/length 14,000), the quality of the models also tend to
increase with larger time intervals. In addition, it can be seen
that the best models have neither very small nor very large
partition sizes. The best result is obtained by the model with
partition height/length of 100 meters and a time interval of
86,400 seconds. These observations are also consistent when
applying other metrics, such as Mean Squared Error (MSE).
Here, the best combination found with R2 also shows a low
MSE (799.53) in contrast to the other combinations that exhibit
poor R2 results. For example, for the combination of 14,000
meters and 86,000 seconds, the MSE also reaches the overall
worst result of 11,320,389.63. In summary, depending on the
partition size and time interval, AutoML has created well-
performing ML models based on the simulation output.

VI. CONCLUSION

Simulating PEV charging behavior can support numerous
use cases in the context of electric mobility. We presented
our corresponding simulation and showed that its results can
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be applied to train useful ML models. Employing AutoML
in our application example yields suitable ML models that
can provide very good predictions for the short-term, regional
energy demand that is induced by PEV charging operations.

We will further improve the simulation’s underlying physi-
cal model to take into account additional relevant parameters,
such as the outside temperature, battery temperature, and
PEVs’ charging curves.
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Abstract— We discuss a software system for high-quality 

interactive rendering of virtual environments. Such tool 

embeds a state-of-the-art rendering engine middleware that is 

capable of rendering environments with high level of detail at 

interactive frame rates on modern GPUs. The model of the 

vehicle is defined via a model-based Functional Mock-up Unit 

that can be generated with an external tool, using the Modelica 

language.   

Keywords – rendering; real-time; vehicle simulation. 

I.  INTRODUCTION 

Thanks to recent advancements in the field of graphics 
processing unit (GPU) processors, the last generation of 3D 
rendering engines provides high frame rates even in case of 
large scenes with high level of detail and complex surface 
shaders. This allows the adoption of complex effects − such 
as global illumination and reflections − with a time budget of 
20ms per frame, or less; this satisfies the requirement of 
>50Hz refresh rate for fluid man-in-the-loop interactive 
simulations, at the same time providing a realistic rendering 
quality for the best visual cueing [1]. In the past, high refresh 
rates were achieved at the cost of limiting the complexity of 
shading and details, hence failing in the so called 
“suspension of disbelief” effect, that is welcome in fields like 
virtual reality and vehicle simulators [2]. In detail, the 
addition of ray-tracing cores on the last generation of GPUs 
can provide unprecedented quality in renderings because ray 
tracing algorithms can be used, instead of a conventional 
rasterized rendering [3]. Ray tracing, also evolved as path 
tracing, can generate physically exact lighting effects, where 
conventional real-time renderers had to fake effects like 
reflections or global illumination in sake of performance. 

Many applications that require high-performance real-
time rendering, such as video games and simulators, are 
based on extremely powerful third-party middleware such as 
Unity, CryEngine or Unreal Engine [4][5]. These tools 
provide ready-to-use rendering algorithms in exchange for 
some royalties on the final product, or even for free if used in 
academic projects. In our project, we decided to use Unreal 
Engine, mostly because it features a well-documented C++ 
application program interface and because it is renowned for 
its unparalleled rendering quality.  

 Although there are many examples of applications that 
leverage on these rendering technologies for creating car 
simulations (videogames about racing being a special case of 
them), in most cases the model of the vehicle is designed 
directly inside the authoring tools that are provided by the 
developers of the rendering solutions - in our case it is the 
Unreal Editor. Doing so, the application could still 
implement a GUI that allows a user to adjust simple 
parameters such as the stiffness of a suspension, but if a 
vehicle designer needs to change some non-trivial property 
(such as the topology of a suspension or the type of 
powertrain), the Unreal Editor must be used and the 
application must be rebuilt again. However, passing through 
the Unreal Editor all the time that a change is needed, can 
slow down the design iterations.  

 
 
 
 
 
 
 
 
 
 

Figure 1.  Workflow and software architecture. 

In our solution, on the contrary, the user does not need to 
rebuild the simulator even if radical changes are needed 
since the vehicle model is separated from the visualization 
code. In fact, the model of the vehicle is stored into a 
separated piece of code that always exposes a standardized 
Application Programming Interface (API), thus allowing for 
a quick and effective model switching, as shown in Figure 1. 
This code can be generated by an independent tool − namely 
an editor for model-based systems − and later loaded in the 
visualization tool, where the user focuses only on rendering 
settings and bindings with user inputs. 

II. IMPLEMENTATION 

Using the workflow that we designed, the physical 

model of the vehicle is generated with an external tool 

(namely, Altair Activate), that is capable of creating a 

ACTIVATE  
model-based design 

FMU 

REAL TIME VISUALIZER  
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Functional Mockup Unit (FMU) from a model-based 

description of the vehicle, by leveraging components from 

both the Modelica Standard Library, containing basic 

mechanical and electrical components, and from an in-house 

vehicle-specific library for dynamical vehicle simulations, 

written in Modelica language [6]. The model, contained in 

the FMU, is automatically optimized by the underlying 

Modelica engine in order to offer best performances while 

retaining the flexibility of block-based graphical user 

interfaces. Additionally, also a multi-physics approach can 

be followed to assemble complex systems at a glance: 

complex vehicles with electric powertrains can be enriched 

with thermal and dynamical analysis of the system, together 

with full multi-body suspension geometries; and this 

without leaving the common Activate user interface. 

 

 

Figure 2.  Example of a wheeled vehicle in a photorealistic environment, 

including vegetation and atmospheric effects. 

Then, we designed a visualization tool based on the 

Unreal Engine (UE) rendering technology. The 

performance-critical part of such tool is written in C++ 

thanks to the API and build toolchain of UE, whereas the 

graphical user interface (GUI) is built using the Blueprint 

visual scripting system of UE. Currently, only the Windows 

platform is supported. 

In detail, the visualization tool parses the FMU and 

performs a run-time linking of the libraries that are 

contained in the FMU, and that define the functions for the 

time integration of the dynamical model. In order to bind 

visualization shapes to moving objects, the tool parses the 

XML file that is embedded in the FMU and that describes 

the name of the variables: a hierarchical structure of classes 

is constructed from that information, so to detect if the FMU 

was generated from Modelica blocks that represent 3D 

shapes (the Modelica standard defines Visualizer classes to 

this end). Once shapes are detected, a GUI shows a dialog 

that allows the user to pick a 3D mesh from the disk, as 

saved from a CAD, or to associate it to an asset prepared 

with the Unreal Editor and packaged in a .pak file. The latter 

option is meant for advanced users: at the cost of requiring 

the Unreal Editor, it allows additional effects such as the 

addition of particle effects and sounds, for instance spinning 

wheels can generate smoke and scratches at the ground, 

while engines can produce realistic noise. We also provide a 

method for bidirectional connectivity between the Unreal 

Blueprint scripts and the FMU variables.  

The user can also attach inputs such as steering wheels, 

joysticks and buttons to FMU variables. Vice versa, output 

FMU variables can be exported to plots, CSV file logs, GUI 

and user-designed head-up displays, so that a full Human 

Machine Interface (HMI) can be implemented and tested in 

real-time. 

Additional GUI panels allow the control of the level of 

photorealism, enabling depth of field, lens flares and lens 

bloom, global illumination, motion blur, color grading, etc. 

The user can import scenarios designed with the CAD or 

with Unreal Editor, for example a vehicle can be tested in a 

virtual city or in a desert land or off road, as in the example 

of Figure 2. The sky and weather of the imported scenarios 

can be modified in run time thanks to a real-time 

atmospheric subsystem that generates sun, moon, stars, sky 

scattering, clouds and fog.  

III. CONCLUSION 

We designed a tool that allows the run-time linking of 

FMU in a visualization framework. This system allows 

efficient and photorealistic simulations of vehicles of man-

in-the-loop type.  
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Abstract—Agent-based travel demand models can be used to
estimate the impact of possible transportation planning measures
and to forecast future development of human mobility. Related
transport models and associated simulation results are described
often in detail, but explanations of the creation of the required
baseline scenario including the necessary data preparation are
rarely available and often not shown. Therefore, this paper
gives general data requirements for creating a needed virtual
representation of a study area. Furthermore, it shows a real
example based on the preparation of the region covering the
Test Bed Lower Saxony in Germany. Special focus is laid on
population, location, and accessibility data within the area. The
presented approach can also be used to prepare a different study
area. Therefore, possible data sources and recommendations for
preparing the data are given.

Keywords—travel demand; synthetic population; locations for
activities; accessibility measures.

I. INTRODUCTION

How, when, where, and why do people move from one
location to another? Agent-based travel demand models can
give answers to those questions. These models are important
tools in transportation planning. They are used to estimate
the impact of possible measures, such as the installation of
a new public transportation infrastructure. Furthermore, they
can provide important insights on various possible future de-
velopments in travel demand, like due to an aging population,
the use of innovative vehicles, changing fuel prices or new
mobility trends.

For simulating the travel demand with agent-based models
a baseline scenario is required. It represents the current state
and is used as reference. Therefore, a virtual representation
of the related study area is an essential input for these
models. Recently, recommendations for input data regarding
spatial structure and transport offer have been provided [1].
The spatially related structural data often include information
about the population and the locations where activities can
be performed, whereas accessibility measures and transport
network for different modes describe the transport offer. In
addition, these models require usually information about travel
behavior. Such required detailed information is often not
available. Instead, it has to be created from a variety of data
sources. In particular, these data are very heterogeneous in
terms of format, spatial resolution, and time frame. Such
challenges of agent-based models are discussed in [2].

The purpose of this paper is to highlight general data re-
quirements, possible data sources, and appropriate approaches
for creating a virtual representation of a study area. It also
gives a real example based on the preparation of the region
covering the Test Bed Lower Saxony in Germany. Special
focus is laid on population, location, and accessibility data
within the area.

The paper is organized as follows: Section II gives informa-
tion on related work and contains an overview about essential
input data. The data preparation of the selected study area is
outlined in Section III. The results of the virtual representation
are presented in Section IV. Finally, Section V includes the
conclusions and gives an outlook on future work.

II. RELATED WORK AND ESSENTIAL INPUT DATA

Travel demand models are often based on the common
four-step model [3], which consists of trip generation, trip
distribution, mode choice, and traffic assignment. The trip
generation includes the estimation of how many trips are gen-
erated within a zone whereas the trip distribution covers their
destinations. Afterwards, a suitable transport mode is chosen.
The exact routes to be selected are determined in the last step.
In the case of agent-based models, this traditional approach
has been strongly expanded [4]. There is usually no isolated
consideration of a single step, but also interactions within and
between these steps. Rather than modeling aggregate Origin-
Destination (OD) matrices for each zone, these models rely
on a non-aggregated approach, where activities are the starting
point for representing daily mobility [5].

Detailed descriptions of agent-based models and associated
simulation results can be found often, but descriptions about
creating the underlying baseline scenario and the data prepa-
ration are rarely available. Such models require a variety of
different input data for each step. Current research shows that
the level of detail of the required input data may differ [6]
[7] [8]. This can depend on both the transport model used
or the specific research question. In the following, essentially
required input data, possible data sources, and further related
work for each discussed approach to generate the specific data
are given in the subsections below.
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A. Spatial reference units

A subdivision of the study area into smaller units is neces-
sary to reflect spatial differences in travel demand. In travel
demand modeling these spatial units are called Traffic Analysis
Zones (TAZ). Usually they are homogeneous, for example,
containing the same number of households but they can also
correspond to administrative boundaries. The spatial reference
units are needed within the model, but they are also used for
the analysis and visualization of the simulation results [9].

B. Spatial structure data

For each TAZ, non-aggregated population data are required.
Each person of a synthetic population is described by a
set of socio-demographic information. In addition, informa-
tion about available mobility options is required. Household
information comprises for example the number of persons,
the total household income, and the number of cars that
belong to the household. Within the simulation, each tour
usually starts and ends at the home location of the person.
Therefore, a spatial reference of the address for each household
is required. Based on the address, each household can also be
assigned to the corresponding TAZ. Such detailed population
data are usually not available, but have to be generated on
the basis of empirical data and by suitable mathematical
methods. The consolidation of all information often remains
difficult, as various and heterogeneous data sources have to
be used. Therefore, a variety of different approaches have
been established for creating a synthetic population. Most of
these approaches are sample-based [10]. In order to correspond
to both a desired household and person distribution, several
methods can be used, for example household weight updating
[11], hierarchical fitting [12], or Bayesian networks [13]. Due
to limited data availability, alternative approaches that do not
require a sample have been developed as well [14]. The
synthetic population has a direct impact on the resulting traffic
volume, but also on the simulated travel behavior.

Apart from the synthetic population, possible locations
where activities can take place at are needed. Location choice
depends not only on individuals, but also on location specific
characteristics. Frequently used attributes in location and des-
tination choice include type of activity, spatial distribution,
accessibility, maximum capacity, as well as destination attrac-
tiveness. The main activity types used in agent-based travel
demand models are often related to work, education, shopping,
and leisure, but further types, such as personal business or
accompanying, may be also regarded depending on the model
[15] [16]. Information about activity locations usually has to
be collected from a variety of sources (e.g., public authorities,
surveys, commercial data). Since this process can be time-
consuming and expensive, open data is another option, espe-
cially OpenStreetMap (OSM). Its suitability and accuracy as
a data source for travel demand modeling has been subject of
study, with different results depending on the region or activity
type, with a possible improvement in data quality over the
years [17]. Another possibility is to generate activity locations

randomly using complementary data, such as land use [18]
or commuter flows [16]. Information about the numbers of
workers, students, etc. is used by travel demand models as a
capacity constraint to avoid exceeding the location’s capacity
and is only provided by some data sources. If not available,
it can be generated synthetically, for example using building
area and number of floors. Another attribute used by some
models for destination choice is attractiveness, for example
based on store size [18] or using data from a location-based
social network [19].

C. Transport offer data
In an agent-based demand model, each person from the

synthetic population acts as an agent. An agent has its own
daily plan of activities which need to be simulated. These
plans are commonly represented as tours. A tour starts and
respectively ends at home and contains a set of trips which
connect subsequent activities. Trips are entities that represent
the movement between two locations, including the time they
should start at, as well as the required time to accomplish
them. In order to complete a trip, an agent has to make several
choices, such as which location to head to and which mode
to use. Since the duration of a trip is known in advance,
the choice for a potential destination is, among other things,
dependent on mode specific travel times that are structured in
OD matrices. To reduce the dimension of these matrices, travel
time data between every location is aggregated on TAZ level.
There are several possibilities to generate disaggregated travel
time data. In the context of motorized individual transport, one
can use a graph-based routing algorithm like Dijkstra [20] or
A* [21] or acquire raw data from external sources with further
processing. In the context of public transport, time table-based
data like the General Transit Feed Specification (GTFS) could
be used. These accessibility measures play an important role
in computing both, destination and mode choice.

D. Travel behavior data
Information about travel behavior within a study area is

required in several steps of the modeling process. Such data
can be usually obtained from travel or time-use surveys.
Mobility options for the synthetic population can be estimated
by related logit models. However, the fundamentals of these
microscopic travel demand models are based on activities of
each individual. Besides the type of activity, the reported
diaries typically include both the start time and the duration of
the activity, but also the activity sequence. During a simulation
run, the prepared standardized diaries from the survey are used
to determine for each person in the synthetic population what
activities they undertake, when, and for how long. This also
reflects the number of trips to be generated. An appropriate
decision model is needed for the choice of the transport
mode. For this purpose, a multinomial logit model could be
created, for example, based on travel time, trip purpose, and
distance obtained from the survey. In addition, the distribution
of observed distances per mode, modeshare or trip purpose can
be used to calibrate and validate the simulation results.
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III. PREPARING THE REGION TEST BED LOWER SAXONY

In this section, the study area will be outlined. First, an
overview of the data sources is given. Then, the spatial rep-
resentation of the area. Afterwards, the generation of the syn-
thetic population, followed by the locations including their ca-
pacities. Finally, the preparation of accessibility measures for
different modes of transport are described. The presented study
area will be used within the agent-based travel demand model
TAPAS [22] [23]. The software was recently made available
as open source and can be found at: https://github.com/DLR-
VF/TAPAS.

A. Overview of data sources

For preparing the study area, various data sets from freely
accessible data portals, administrative authorities but also a
commercial data provider have been used. The data sources
on which the study area are based are listed in Table I and
described in more detail in the following subsections B to E.

B. Study Area

With the Test Bed Lower Saxony [24], a research infrastruc-
ture for automated and connected vehicles is currently being
created. The test field includes sections of various highways,
but also parts of federal and country roads. Furthermore, it also
integrates the roads of the Application Platform for Intelligent
Mobility (AIM) [25], which is in operation within the city
center of Brunswick. In total, the test field will cover more
than 280 road kilometers after completion. This road network
is located in the federal state of Lower Saxony within the
districts of Gifhorn, Helmstedt, Hildesheim, Peine, Hanover
region, and Wolfenbüttel, as well as the district-free cities
of Brunswick, Salzgitter, and Wolfsburg. Population data for
forecast periods are often available at the district level rather
than at the municipality level. For this reason, these 6 districts

TABLE I. Data sources
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Connect Fahrplanauskunft GmbH (Connect) x

Federal Agency for Cartography and
Geodesy (BKG)

x x

Federal and State Statistical Offices x

Kraftfahrt-Bundesamt (KBA) x

Mobility in Germany (MiD2017) x

Nexiga x x x

OpenStreetMap (OSM) x x

Statistics Office of Lower Saxony (LSN) x

Figure 1. Spatial coverage of the study area including the road network of
the Test Bed Lower Saxony and the division into traffic zones. The

geographic location within Germany is highlighted in the overview image.

and the 3 independent cities represent the study area which is
used in this paper. As mentioned in Section II, it is necessary to
subdivide the area into traffic zones. Unfortunately, no small-
scale uniform subdivision covering this area was available
for free. Therefore, a suitable division by neighborhoods
containing approximately 500 households was obtained from
Nexiga [26]. As a result, the area is divided into 2807 zones.
The region is mainly characterized as urban. Fig. 1 shows the
spatial coverage of the study area including the road network
of the Test Bed Lower Saxony and the division into traffic
zones. The geographical position within Germany is given in
the overview image, highlighted in dark gray.

C. Synthetic population

The required detailed population data are not available in
Germany, or if they are, they are not available without charge.
Usually, population data for the base year are only available in
aggregated form at municipal level. But, this spatial resolution
is much too low. For example, a city like Berlin with 3.7
million inhabitants would be a municipality. In order to take
spatial differences within the study area into account, the data
must, on the one hand, be on a higher spatial resolution
and be available in a non-aggregated form. The synthetic
population was created using SYNTHESIZER [27]. This in-
house application is often used within projects to generate the
required non-aggregated population data for TAPAS. Beside
the spatial subdivision into traffic zones, aggregated socio-
demographic data as marginal totals, and a non-aggregated
data set for duplicating the respective households and persons
are needed as input. Therefore, aggregated population data
on TAZ level from Nexiga were used. This data set includes
the number of persons subdivided into various age groups,
gender, and labor force. The latter are further subdivided into
employed and unemployed persons. In addition, household
size and income, as well as number of private cars are
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included. A person within a synthetic population for TAPAS
is mainly described by age, gender, and a status classification
like children under 6 years, pupil, trainee, student, both full
time and part time employed, unemployed or retired. To
get the total number of children under 6 years of age, the
corresponding age groups were added. Number of pupils and
students in formal education schools, type of employment
(part-time or full-time), and number of pensioners come from
the LSN [28]. Data on students in higher education were
used from the municipal education database [29]. In addition,
the scientific use file of the Microcensus [30] was used as
non-aggregated sample. Both data sets are taken from the
Federal and State Statistical Offices. Since the aggregated data
were partly available on different spatial scales, they were
proportionally allocated to the corresponding traffic zone in
advance. In the SYNTHESIZER application, the respective
distributions at household and person level are generated for
each TAZ. To ensure that both distributions are included in the
target population, a new household weight is generated and
used when copying the entries from the sample. The result is
a non-aggregated base population.

Section II mentions that an address is needed for each
household. So far, only a spatial reference to the associated
TAZ is given. Instead of distributing the corresponding house-
holds evenly among the associated addresses within a TAZ,
the distribution was done by using a weight for each address.
This weight is composed of land use, building height, and
building area. Depending on the land use in which an address
is located, a corresponding factor was assigned to this address,
with addresses in residential areas having a higher value. The
weight of an address (A) is calculated by the product of
the land use factor (LU), the building height (BH), and the
building area (BA) as shown in (1).

WeightA = LUA ∗BHA ∗BAA (1)

Finally, the weighted number of inhabitants was added to each
address. It is composed by the product of inhabitants living in
a TAZ and the weight of the address (A) divided by the sum
of all related address weights located in this TAZ, see (2).

InhabitantsA =
InhabitantsTAZ ∗WeightA∑

A′∈TAZ WeightA′
(2)

Addresses, a digital landscape model, and a three-dimensional
building data set with the LoD1 level of detail from the BKG
[31] were used to distribute the inhabitants on buildings.

In addition to socio-demographic data, information on
available mobility options for each person or, respectively,
household are important for the upcoming simulation. The
availability of various mobility options was reported in the
nationwide household travel behavior survey MiD2017 [32].
Based on the survey data, logit models could be estimated for
owning a driver license, a public transport ticket, as well as
the ownership and number of cars in the household, and their
subdivision into three different size classes. No significant
model could be estimated for bicycle ownership. Instead, the
respective proportion by gender and age group were used for

this purpose. The total number of private cars for each traffic
zone from Nexiga was used as the vehicle fleet. Whereas data
from the KBA [33] was used for the distribution of the vehicle
fleet in regard to the corresponding engine types and their size
classes.

D. Locations for activities

Activity locations from different sources were gathered
and their format was harmonized for its use in TAPAS.
Activity locations in TAPAS can serve different activities and
need exact coordinates, activity type, and total capacity as
attributes for destination choice. An example for a location
serving multiple activities is a school, which can serve for
educational and working purposes. All data sets contained
spatial information, even if the coordinate reference system
may vary. On the contrary, type of activity and capacity were
not always available and even if they were, they had to be
converted and manually classified.

TAPAS has its own classification of activities with three
levels. The first level is based on the main activities work,
education, shopping, leisure, and personal matters. Within each
category there is a more detailed subdivision with one or two
subcategories. This is to address different kinds of locations,
especially in matters of size and special use. An example with
three levels would be education-school-primary school.

From Nexiga came most of work and shopping locations
and to a lesser extent locations of other categories. From the
BKG forest-related data from the Digital Landscape Model
(DLM) and Points of Interest (POI), such as universities,
schools, hospitals or embassies, were used. Lastly, different
leisure locations, including parks, allotments, playgrounds
or places of worship were extracted from OSM. Most of
the TAPAS activity categories were mapped onto economic
activity codes, which are available for most of the companies
in the Nexiga data set. These codes correspond to the German
Classification of Economic Activities, which is based on
the Statistical Classification of Economic Activities in the
European Community. Categories without a link to economic
activity codes had to be classified by string-matching or
manually, which was the case for the BKG and OSM data,
as well as for part of the Nexiga data.

In order to calculate capacities for activity locations, a
system based on relating location area to the number of
potential users/customers and workers was used and adapted
to our needs. These factors can be obtained by planing
engineering offices like [34] or from the Trip Generation
Handbook [35]. Our system consists of an employee factor as
well as a user factor for each activity category. Both factors
are interconnected, allowing to determine the number of users
per employee and vice versa. We also included a default
value (used in case of unavailable capacities), extracted from
available data or determined after some visual analysis. Those
factors were used to calculate missing capacities for all Nexiga
locations as well as for schools and hospitals from BKG, since
the number of employees for the former and the number of
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pupils and beds for the latter were available. For example, for
the Nexiga locations the number of users/customers was cal-
culated using the number of employees and the corresponding
user factor. From the forest-data the area was used to subtract
a possible number of visitors, whereas default values were
assign to all OSM locations.

E. Accessibility measures

Since an agent inside a TAPAS simulation has a predefined
time frame for a trip, the location choice model is, among
other things, based on travel time matrices. Over the course of
a simulated day, these matrices have to change because travel
time is dependent on factors like current situation on roads
and the roads’ capacities in the context of individual transport
or time table changes when it comes to public transportation
systems. As stated in Section II, several techniques exist to
compute these for each available mode. Average travel times
and travel distances between each TAZ for every mode have
been computed using the UrMoAC [36], which is a Dijkstra-
based, in-house, and open-source application. Based on the
fact that computing all routes between every location in the
study area will require a lot of computation time, five location
representatives for every TAZ have been chosen at random in
advance for all modes. In the context of public transportation,
these computations have been done for multiple time frames
over three days (Tuesday, Wednesday, and Thursday) in an
average week with no special events. Time frames from 7am
to 10am and 5pm to 7pm cover the morning and evening rush
hour travel times. 10am to 5pm and 7pm to 11pm represent
average utilisation. The last time frame from 11pm to 7am
contains average travel times for night traffic. A common
problem with this approach refers to untrustworthy travel times
for trips that start and end in the same zone. The matrix
diagonal for the whole area is computed separately, calculating
every distance between every location inside the same TAZ
and using the median as average travel time [37].

IV. RESULTS

The study area was prepared for the base year 2017 and
the forecast year 2030. The following results refer to the base
year.

The synthetic population for this area contains a total of
2.4 million persons grouped into 1.3 million households. Fig.
2 presents the spatial distribution of the population density.
The district cities appear quite prominently here. On average,
1.9 people live in each household. The population distribution
according to age and gender is shown in Fig. 3. About
51% of all people are female and the remaining are male.
Approximately 16% of the inhabitants are younger than 18
years, 62% are of working age and 22% are older than 65
years. 88% people of age 18 or older have a driver license. In
addition, about 84% of all people have a bicycle and 23% have
a ticket for public transport. 21% of all households do not have
a car, whereas 79% own at least one car. All added mobility
options correspond almost exactly to the values reported in

Figure 2. Spatial distribution of the population density.

the MiD2017. Only the value for the public transport ticket
is 2% higher than in the survey. This is due to the fact that
when adding the public transport ticket, both school as well as
semester tickets for students were assumed in the entire study
area. The overall level of motorization is about 537 vehicles
per 1,000 inhabitants. Fig. 4 shows the spatial distribution
of the motorization level. It can be noticed that the level of
motorization is lower in the cities of the district. However,
if the number of vehicle per km² is taken into account, the
vehicle density in the cities is higher than in the surrounding
communities.

The preparation of the activity locations resulted in a total
of around 220,000 locations, taking into account that some of
them correspond to the same location but have different types.
For example, a hospital belongs to the categories work, but also

Figure 3. Distribution of individuals by age and gender.
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Figure 4. Spatial distribution of the motorization level.

to personal matters - health - hospital, and personal matters
- family - visit. Approximately half of the locations corre-
spond to workplaces, 4,000 to education, 13,000 to shopping,
and 33,000 to personal matters. More than 20% are leisure
locations, but this number is misleading, because forests are
divided into small areas, of which the centroid represents a
location. Furthermore, as with the spatial distribution of the
population, most workplaces are concentrated in the main
cities, shown in Fig. 5.

Fig. 6 shows the temporal accessibility from the center of
Brunswick to all other traffic analysis zones inside the area
using a car. One can see that an agent can reach farther regions
that are located along highways in a certain amount of time.
The main transport network is included in Fig. 1.

Figure 5. Spatial distribution of workplaces as well as number of employees
represented by the symbol size.

Figure 6. Travel times by car from Brunswick to all traffic analysis zones in
the study area.

V. CONCLUSION AND FUTURE WORK

Agent-based travel demand models are important tools to
estimate the impact of possible transportation planning mea-
sures and to forecast future development of human mobility. A
virtual representation of the related study area is an essential
input for these models. This paper gives a real example based
on the preparation of the region covering the Test Bed Lower
Saxony in Germany for the year 2017. The presented approach
can be used to prepare a different study area. Therefore, several
recommendations, possible data sources, and approaches to
generate the needed data are given. The method for generating
the synthetic population could also be used within a different
research domain. For this purpose, data on mobility options
could be replaced by relevant other information or additional
ones could be added.

It should be noted that the quality of the input data has a
strong influence on the quality of the simulation results. There-
fore, special attention should be paid to the correctness of the
data and, if necessary, plausibility checks should be carried
out. This ensures that realistic findings and useful conclusions
can be derived from the simulation results. Furthermore, data
preparation and maintenance can be very time-consuming and
expensive, depending on the level of detail and the availability
of data for the study area.

Upcoming work will focus on the simulation of different
scenarios in the field of autonomous driving. For this purpose,
the study area presented in this paper will be used in the travel
demand model TAPAS.
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Abstract—Despite their advantages, Integrated Management
Systems mirror the past. Simulation experts, however, can po-
tentially make use of the processes stored therein to predict the
future. Based on personal experiences, the authors assume that
many practitioners in Business Process Management are unfa-
miliar with this possibility. To gain insight into this assumption,
they examined the relevance of simulation in Business Process
Management literature and education, especially in German
degree courses on Business Information Systems. Presented in
this paper is a summary which serves as the basis to formulate
requirements for a new class of Integrated Management Systems
called Highly Integrated Management Systems by combining
past-oriented documentation and future-oriented forecasts within
one system. From the authors perspective, an implementation of
a Highly Integrated Management Systems could make use of
high-level Petri nets for the realization of the process part since
they are well-proven concerning the modeling and simulation of
complex processes in administration and production, but can also
be used for visualizations needed in a documentation.

Keywords—Highly Integrated Management System; Process
Management; Simulation; Petri nets.

I. INTRODUCTION

Integrative or Integrated Management Systems (IMS) serve
two purposes: 1) They facilitate management by process
documentation, thus leading to a better comprehension, op-
timization and implementation of these processes. 2) They
provide means that base on these documented processes for
establishing systematic management techniques in different
fields such as quality, occupational health and safety, environ-
mental protection, or energy utilization, which can be certified
after implementation.

However, as the described processes are inherently past-
oriented, this is also the case for IMS. Simulation experts,
though, can use processes - especially well-documented ones
- to examine change along with its possible effects. This makes
different courses of action and their consequences manageable
and opens room for optimization.

During their work with and visits to several companies
of different size, the authors experience a lack of simula-
tion usage. However, nearly all companies implement some
form of management system. This begs the question as to
whether those practitioners in the field of Business Process
Management (BPM) who work with IMS are oblivious to
the possibilities of using their documented processes future-
oriented.

The authors assume two possible causes for such a non-use:
Either, there simply is a knowledge gap, or there is a lack of
suitable tools - or both, which seems to be the case. This paper
aims at providing support for these assumptions and a solution
for practitioners to benefit from simulation possibilities.

Section II outlines the methodology used. Section III pro-
vides information about IMS as they are used nowadays while
Section IV examines software for IMS. Afterwards, Section V
describes the findings of the literature review. Since no related
work to extend IMS by simulation could be found, a new class
of IMS is introduced in Section VI along with requirements
for supporting software. Section VII deals with the necessity
of an expanded simulation education. The paper closes with a
conclusion and future work in Section VIII.

II. METHODOLOGY

There are two research questions worked on for this con-
tribution: 1) What is the current scope of simulation use
regarding processes documented in IMS? 2) What capabilities
are missing in today’s IMS supporting software - if so - to
assist practitioners in conducting such simulations?

The results of this paper base on desk research. They are
derived from specifications of IMS, IMS supporting software,
and foundational process management literature as processes
are the core models of IMS. Also, degree courses in BIS and
similar courses at German universities of applied sciences were
examined with regards to process management and simulation.
The literature reviewed is listed in Sections III, IV, and V.

This work detected remarkable deficits concerning the sim-
ulation education in literature and courses. But also for current
software for IMS and process management deficits could be
observed as these systems are either past- or future-oriented.

In a second step and in a normative manner, requirements
for a new class of IMS are derived that combine past and
future in one system.

III. INTEGRATED MANAGEMENT SYSTEMS
AND PROCESS MANAGEMENT

According to ISO 9000, management comprises coordinated
activities to guide and direct organizations. Hence, a manage-
ment system is a set of interrelated functions and elements to
conduct these tasks but also to determine a company’s policies
and objectives and the objectives of its processes [1].
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The standardization of management systems by the Interna-
tional Organization for Standardization (ISO) provides compa-
nies with a framework to establish such structures. However,
this comes along with an extensive documentation obligation
if companies seek for a certification. Suitable software can
mitigate this effort and the third section gives an overview of
corresponding systems. The core of all such documentations
is a comprehensive description of the company’s processes.

An IMS holistically considers and processes the different
elements, functions and perspectives of the organizational
structure of a company according to Figure 1 [1][2].
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Figure 1. View of companies as network of functions
by Integrated Management Systems (based on [2]).

The following overview is intended to show the most
important management systems:

ISO 9001:2015: Introduced in 1987, this standard for quality
management systems today also serves as the basis for
the other standards listed in this section, as well as
further (quality management) standards like ISO 13485
for medical devices, ISO 29001 for petrochemicals, or
ISO 90003 for software engineering.

ISO 14001:2015: An environmental management system
supports a continuous improvement of environmental
performance based on material flow analyses.

ISO 27001:2013: Information security management systems
are used to assess and address such risks.

ISO 31000:2018: Despite the variability of potential risks,
ISO attempts to standardize operational risk management.

ISO 37301:2021: Compliance management systems aim to
identify, prevent, or respond to non-compliant behavior.

ISO 45001:2018: This standard for occupational health and
safety management systems integrates two formerly in-
dependent standards in one.

ISO 50001:2018: Energy management systems facilitate an
environmentally friendly use of energy sources.

IV. STATE OF THE ART OF SOFTWARE FOR
INTEGRATED MANAGEMENT SYSTEMS

This section summarizes the presumably most important
characteristics of software for IMS as database-driven systems
to collect and link the process documentations for the various
management systems.

Table I shows a set of criteria that have been used in [3] to
compare the nine modeling software systems for IMS listed in
Table II. This catalog extends a former one discussed in [4] by
criteria used in students’ projects and by criteria considered in
evaluation portals. Naturally, the description of processes con-
stitutes an important part. However, it also contains previously
unexamined criteria, such as that for executability.

TABLE I. COMPARISON CRITERIA FOR SOFTWARE
FOR INTEGRATED MANAGEMENT SYSTEMS (BASED ON [3])

Group Criterion Example characteristics
Modeling languages BPMN/EPC/Petri nets/...
Process saving
Process description Model integrated/...
Process indicators
Simulation
Animation
Search Keywording/Full text
Swimlanes
Subprocesses
Process adaptability
Modelint guidelines
Comments Model integrated/...

Process
modeling

Versioning
Process map

Overviews Organigram
Multi language English/German/French/...
Individual views Everyone/Admin onlyUsability
Individual start page Everyone/Admin only
User groups Own/Predefined
Permission releaseRole

management Task management News/Reminders
Documentation Online/Offline/Exportable
ISO-Certification ISO 9001/14001/27001/...
Audit-Organisation Planing/Feedback
Maturity assessment

Quality
management

Process qualification
Operating systems Windows/Mac/Linux/...
Availability On-premise/SaaS
Maintenance/Updates On-premise/Remote
Interfaces Graphs/XML/...

Implementation

Mobile iOS/Android/Web-App
Hotline Phone/Chat/Email
Training Seminar/Webinar
Offline manual Online manual/VideosUser support

Help Assistant Auto complete/Suggestions
Fees

Pricing Licensing
Sector specific Automotive/Financial/...

Application Department Purchasing/Logistics/...
Indicator evaluation Yes/No/...
Evaluation in maps
Release workflow Approvals/Tasks
Third-party extensions
Release online

Real life
execution

Process analysis
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The selected groups, criteria and possible characteristics
cover a broad range from various process modeling ap-
proaches, integrated quality management, role management,
but also usage aspects. Group real life execution considers
different possibilities to link stored documentations to real
world phenomenons.

The tools listed in Table II have been selected for personal
reasons or due to being mentioned in other tool comparisons.
Their evaluation concerning the mentioned criteria was con-
ducted by evaluating information supplied by the manufac-
turers’ websites and through subsequent interviews with the
providers, to which all but two were willing to respond.

TABLE II. SOFTWARE SELECTION FOR TOOL COMPARISON
(BASED ON [3])

Tool Publisher IMS
Aeneis Intellior AG Yes
ARIS Software AG Yes
Bflow* Toolbox Prof. Dr. R. Laue & Team No
BIC Cloud GBTEC Software + Consulting AG Yes
Business Transformation iGrafx LLC Yes
Camunda BPM Camunda Services GmbH No
Process Manager Signavio GmbH Yes
Prozessdesigner JobRouter AG No
Smart Process CWA GmbH Yes

The following results are to be highlighted in summary:

• Seven tools offer evaluation of process indicators.
• Four products fully implement release workflows.
• Six manufacturers claim possibilities for process simula-

tion, although in some cases only the actual process flow
is represented and a connection with real data is impos-
sible although this would be important for execution.

• Those tools that cannot be classified as software for IMS
support according to Table II lack options for linking
the models in a process map, the possibility of storing
the models in a central database, or the representation of
responsibilities with the aid of organizational charts.

Only two of these products support all of these features,
namely Process Manager by Signavio and Smart Process by
CWA. Most simulation solutions only provide means to check
the basic feasibility of the processes. In some cases, however,
simulations of throughput times, costs or bottlenecks are
included. Since real world data such as current stock levels or
customers’ orders cannot be factored in, the simulation results
remain on a primitive level.

(Pro-)active opportunity and risk management and the sup-
port of a culture of continuous improvement are two subtasks
of IMS [5]–[7]. Still, they are not sufficiently implemented by
the systems’ past-orientation thus far. At the same time, they
testify to the need for a stronger future-orientation.

This aspect is also evident in the High Level Structure
(HLS), a meta standard according to which ISO has organized
the structure of its management system standards since 2012.
The common requirements for management systems - or their
standards - can be summarized in a basic management system
and extended by sector-specific properties [5].

The HLS is described in a document called Annex SL,
consisting of ten chapters according to which a management
system should be implemented and documented [8]. Annex
SL establishes uniform terms and definitions, an overarching
architecture for all new ISO management system standards and
revisions, and guaranteed identical text modules in the clauses
of all standards [9]. Using the same outline for different
management systems simplifies their integration.

V. PROCESS MANAGEMENT FROM A
BUSINESS INFORMATION SYSTEMS PERSPECTIVE

As this article is partially derived from German education
in BIS, several German sources are quoted in this section.
However, also comparable literature in English is referred
to where applicable. For an introduction to BIS the authors
recommend [10] and for one to BPM [11]. According to [10],

A business information system is a group of interre-
lated components that work collectively to carry out
input, processing, output, storage and control actions
in order to convert data into information products that
can be used to support forecasting, planning, control,
coordination, decision making and operational activ-
ities in an organisation.

This definition clarifies the future-oriented character of the
subject. The role of BPM in this task is shown by the
structure of [12], which starts with this topic in advance of
an introduction to enterprise resource planning systems or in-
formation systems for specific industries. Also, considerations
concerning a digital transformation of organizations begin with
a process perspective [13].

A similar view is found in the relevant literature to BPM
itself. [14] points out that the hierarchical order of an organiza-
tion should follow its processes. [15] and [16] also emphasize
the formative role of BPM, with the latter also clarifying
the relation to IMS. The envisioned complex applications of
BPM developed by these authors cannot be imagined without
suitable software to support this management approach.

BPM is also of central importance for process enactment
in Workflow Management Systems (WfMS) [17]. This is
further accentuated [18]–[20], who consider the influence of
digitalization on process optimization. The considerations of
[21], who see processes as the key to digital transformation, go
even further and are an important contribution to BIS research.

The German Informatics Society’s framework recommenda-
tions for teaching BIS also see the design-oriented construction
of information systems as a key objective [22]. Again, process
management sits at the core with topics as strategic process
management, enterprise and process modeling, process min-
ing, analysis, mining and optimization, and domain-specific
reference models. IMS, though, only play a marginal role.

This view can also be confirmed after an analysis of
a selection of process management modules in courses of
study in BIS or in computer science with a corresponding
specialization.
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For this purpose, the authors examined 46 study programs
at 34 German universities of applied sciences and classified
the characteristics of the modules. A total of 96 modules were
identified in the context of process management, 35 of which
were included in the evaluation because at least 5 topics of
BPM were clearly named. Table III shows an overview of the
examined module descriptions. The modules’ titles have been
translated to English equivalents; for reference, the original
German titles can be found as an appendix.

TABLE III. SAMPLE OF PROCESS MANAGEMENT MODULES IN
GERMAN BUSINESS INFORMATION SYSTEMS DEGREE PROGRAMS

University Level Module
Bachelor Business Information Systems
Bachelor Business Process Management

ERP SystemsFH Aachen
Bachelor Implementation and Extension
Bachelor Business Process Modeling

HS Augsburg Master Business Process Modeling
Business Processes and

Bachelor Operational Applications
Applications inHTW Berlin

Master Business Administration 2
Bachelor Fundamentals of Process Modeling
Master Process Modeling and AnalysisTH Brandenburg

Master Process Implementation
HTW Dresden Bachelor Business Process Modeling
HS Flensburg Bachelor Business Process Management
HS Furtwangen Bachelor Business Process Design

Operational Business
HS Kaiserslautern Bachelor Process Modeling

Bachelor Modeling IT Systems
Bachelor IT Systems Planing

Process Integration and
Master Organizational Development

HS Karlsruhe

Master Processes Design & Implementation
HS Mainz Bachelor Business Process Management

Advanced Business
HS Mannheim Bachelor Process Management
TH Mittelhessen Bachelor Digital Business Processes
HS Niederrhein Bachelor Business Process Management

Business Process and
Bachelor Project ManagementHS Pforzheim
Master Enterprise Information Systems

OTH Regensburg Bachelor Business Process Analysis and Design
Bachelor Business Process Management

HS RheinMain Bachelor Process Digitalization
HS Stralsund Bachelor Business Processes

Strategic Enterprise
Bachelor Process ManagementHS Trier
Master Business Process Management
Bachelor System Modeling

FH Wedel Bachelor Process Model Implementation
TH Wildau Bachelor Business Process Management

Bachelor Business Process Management
HS Worms Master Process Management

The content shown in Table IV was derived from the
subject-specific module descriptions. Due to varying degrees
of detail in the module manuals, this overview is still incom-
plete but reflects the relevant tendencies.

TABLE IV. PROCESS MANAGEMENT TOPIC AREAS
OF THE MODULES EXAMINED

Topic Occurrences
Requirement analysis 7
Automation / RPA BPMS & WfMS: 13 RPA: 1

Other: 7
Documentation 4
Implementierung SAP: 2 Other: 11
Integration 5
Process indicators / Controlling 8
Lifecycle 5
Mathematical basics Graph theory: 2 Other: 1
Modeling 25
Modeling languages BPMN: 23 EPC: 12

BPEL: 3 Petri nets: 2
Other: 17

Modeling tools ARIS: 5 Camunda: 4
Signavio: 1 Other: 10

Process Mining 5
Process analysis & tools 17
Reengineering / Optimization 17
SCOR 2
Views ARIS house: 6 Other: 3
Simulation 3
Strategic tools Process maps: 7 Culture: 1

Strategy development: 1
Others Cost Accounting: 5 Other: 9

In 17 modules, the analysis of process models is addressed,
the same applies to reengineering and optimization. 13 mod-
ules cite implementation in connection with business process
or workflow management systems.

Focusing on more rarely mentioned topics, strategic aspects
are stated nine times, key indicators or process controlling are
only included eight times, and process documentation (beyond
the actual modeling) is mentioned only four times.

Of major importance to the SIMUL conference series is
the observation that simulation is only considered three times.
This is possibly related to the low use of Petri nets, which are
taught seldom and - if at all - only with regard to their basic
concepts. The exciting possibilities for innovating software for
IMS with high-level Petri nets are almost not considered.

Standards and certifications that are of major importance for
many industries and for operational practice are not included
in any of the module descriptions.

VI. REQUIREMENTS FOR SOFTWARE FOR
HIGHLY INTEGRATED MANAGEMENT SYSTEMS

While the previous part of this article was descriptive, it is
continued with a normative definition of a new kind of IMS,
which combines the contrary contributions discussed so far.
Simulation, being the core theme of the SIMUL conferences,
is also the key concept for this entirely new approach:

A Highly Integrated Management System combines
a holistic documentation with multi-perspective
simulations across different management systems.

While management and control are comprehensively re-
flected in IMS and their supporting software, other topics like
planning, change and transformation are still underrepresented.
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Figure 2. Characteristics of a Highly Integrated Management System (own illustration).

The disadvantage of this deficit can be illustrated by a
problem many companies may face in the near future:

Due to regulatory requirements, a company strives to decar-
bonize its production and, for this purpose, stores the expected
costs for emission certificates in the environmental manage-
ment system. At the same time, customers inquire about the
carbon footprint of products, which leads to corresponding
entries in the quality management system. An emergent sim-
ulative planning could show the interactions between these
two systems, but also provide information of the effects on
other connected systems such as energy management or even
production itself. To this end, it would be necessary to link this
simulation extensively with current production data.

A comparable scenario can neither be described by means
of current IMS nor are these systems suitable to support
the transformation processes to develop a company in the
described manner. One major reason for this is that in current
IMS software processes are described with BPMN, flow chart
diagrams or EPCs that have their strengths in rapid process
visualization but their weaknesses concerning simulation. At
best, instance simulations can provide information regarding
the correct executability of processes [23][24]. However, since
no formal mathematical semantics are defined for the men-
tioned modeling languages even these instance simulations
may vary depending on the tool used [23][25][26].

For the described problem, however, it rather would be
necessary to consider the different views in a holistic, multi-
perspective simulation. Against this background, a return to
Petri nets seems to be helpful for two reasons:
1. As theoretical underpinning of process mining, Petri nets

can be used to automatically generate process models
from transaction data of operational information systems,
which simplifies the modeling task significantly and en-
sures a better match between reality and model [27].

2. With high-level Petri nets, in which places can be inter-
preted as tables in a database, complex production pro-
cesses can be modeled and the consequences of strategic
changes such as one from push to pull production can be
estimated in advance [28][29].

In both application areas of Petri nets, powerful modeling,
analysis and simulation tools are needed. Such tools are avail-
able and they have contemporary user interfaces. However, a
fusion with the requirements for software to support IMS is
still pending.

Figure 2 visualizes these requirements for an HIMS and
for software to support it. The goal is an optimal supply of
information in the present by mapping the current situation and
at the same time enabling forecasts into the future. The further
back in time the model representing the current situation
was created, the greater the deviation between reality and
documentation becomes. Likewise, the occurrence probability
of forecasts decreases the further they are projected into the
future. This is accompanied by the desire for new functional-
ities that go beyond the possibilities of current IMS software.

These functionalities are shown in the middle part of the
figure. The demands on the models and their analysis and ex-
ecution increase with the complexity of the planning scenarios
that can be expressed with them. A simulation environment
that is able to simulate processes parallel to reality on the
basis of fed-in real data, may be regarded as a digital twin.

In addition, there are requirements regarding the fundamen-
tal technologies that make model integration and operational
use possible in the first place. These range from data storage
and secure access to release workflows that ensure the neces-
sary model quality.

There are probably two options for the development of cor-
responding systems: Either the simulation features of software
for the support of IMS are extended, for example following
the capabilities of higher Petri nets, or simulation tools are
extended by functionalities such as a management of shared
documents, monitoring of key performance indicators and
release workflows.

VII. SIMULATION EDUCATION

Supplying companies with simulation capabilities by means
of HIMS is one part of the challenge. The other one is
providing them with competent workforce as modeling and
domain expertise often only exist separately (cf. [30]).
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Opportunities, methods, limitations, and applications of
simulation should play a more integral part in the education
of BPM, of BIS, and also of IMS. The simulation community
should engage intensively in this field.

The first field of possible engagement is the development
of appropriate tools. Domain experts need HIMS that make
modeling easy and simulation experts have to learn how
to adopt specific domain knowledge and especially, how
to produce visualizations of the simulation results that are
understood by the domain experts, i.e. an HIMS also must
provide visualization components.

This, however, requires personnel who are able to work in an
interdisciplinary manner. Therefore, university education must
provide students with factual and interdisciplinary knowledge
but also - and probably more important - with the skills to
gain cross-disciplinary insights themselves.

VIII. CONCLUSION AND FUTURE WORK

This paper provides support for two assumptions regarding
the use of simulation in the context of IMS: The first one
is a lack of IMS software suited for process simulation
and, therefore, optimization. However, the examined tools
supposedly are but a fraction of available software. The second
assumption is the missing simulation competencies many
practitioners show in the authors’ anecdotal experience. This
is supported by literature both for practice and education. Both
points, though, base on German sources, possibly illustrating
a country-specific phenomenon. Thus, international inquiries
seem beneficial - if only to improve the situation in Germany.

The authors see two paths for research to follow from
here on. The first is the creation of an HIMS suitable for
practical use. Since this idea is completely new and contradicts
existing assumptions on how an IMS should work and look
like, a fast commercial implementation cannot be expected. An
experimental research environment at a university or research
department seems to be better suited for this task. Further,
since conferences like SIMUL show that the development of
novel simulation techniques often takes place in a research
context, adding IMS capabilities to an existing process simu-
lation environment would be reasonable. As a Petri net-based
modeling and simulation tool is in active development by the
authors, it seems obvious to use this as a starting point to
proof the concept.

The second path refers to simulation education: How differ
other countries’ degree courses in BIS from the ones examined
so far? What are the implications of such differences on
HIMS? What can be learned from simulation in other fields of
study, for example physics, social science, but also business
management games?

We cordially invite the interested community to reach out
for an exchange on different - or missing - points of view,
established handling, best practices or planned changes -
both in education and in implementing suitable software for
(Highly) Integrated Management Systems.

APPENDIX

TABLE V. ORIGINAL GERMAN MODULE TITLES OF TABLE III

University Level Module
Bachelor Business Information Systems
Bachelor Geschäftsprozessmanagement

ERP Systeme implementierenFH Aachen
Bachelor und erweitern
Bachelor Geschäftsprozess-Modellierung

HS Augsburg Master Geschäftsprozess-Modellierung
Geschäftsprozesse und

Bachelor betriebliche Anwendungen
BetriebswirtschaftlicheHTW Berlin

Master Anwendungen 2
Bachelor Grundlagen der Prozessmodellierung

Modellierung und Analyse
Master von ProzessenTH Brandenburg

Master Implementierung von Prozessen
HTW Dresden Bachelor Geschäftsprozessmodellierung
HS Flensburg Bachelor Business Process Management
HS Furtwangen Bachelor Geschäftsprozessdesign

Modellierung Betrieblicher
HS Kaiserslautern Bachelor Leistungsprozesse

Bachelor Modellierung von IT-Systemen
Bachelor Planung von Informationssystemen

Process Integration
Master and Organizational Development

HS Karlsruhe

Master Processes Design & Implementation
HS Mainz Bachelor Business Process Management

Advanced Business Process
HS Mannheim Bachelor Management
TH Mittelhessen Bachelor Digitale Geschäftsprozesse
HS Niederrhein Bachelor Geschäftsprozess-Management

Geschäftsprozess- und
Bachelor ProjektmanagementHS Pforzheim
Master Unternehmensinformationssysteme

OTH Regensburg Bachelor Geschäftsprozessanalyse und -design
Bachelor Geschäftsprozessmanagement

HS RheinMain Bachelor Digitalisierung von Prozessen
HS Stralsund Bachelor Geschäftsprozesse

Strategisches
Bachelor UnternehmensprozessmanagementHS Trier
Master Geschäftsprozessmanagement
Bachelor Systemmodellierung

FH Wedel Bachelor Prozessmodellimplementation
TH Wildau Bachelor Geschäftsprozessmanagement

Bachelor Geschäftsprozessmanagement
HS Worms Master Prozessmanagement
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Abstract— Recycling is one of the most significant issues in the 

waste management system. As the use and demand for plastics 

increase every year, finding efficient and environment-friendly 

solutions to handle the plastics in the plastic waste management 

system gets more challenging. There are economic, 

environmental, and educational factors affecting plastic waste 

management. This paper investigates the effects of educational 

campaigns and system-wide improvement. For this, we used an 

Agent-Based Modeling and Simulation approach in the NetLogo 

environment. We provided various scenarios in the current 

plastics waste life cycle using a real dataset to validate our 

model, which was from the American Chemistry Council and 

the National Association for PET Container Resources from 

2018. We found that education, technology, and infrastructure 

changes should be considered holistically to overcome this 

problem at a system level. 

Keywords-Agent-Based Modeling; NetLogo; Recycling; 

Plastic Waste Management 

I.  INTRODUCTION  

The demand for plastics increases every year, and over 
300 million tons of plastics were produced in 2018. All of 
these plastics meet one of three fates within the plastic waste 
system: (1) recycling and reproduction, (2) thermal 
destruction (combustion with energy recovery), and (3) 
landfill deposition. Recent estimates of the fates of all plastics 
ever made indicate that only 9% was recycled, 12% was 
incinerated, and 79% was deposited in landfills or discarded 
in natural environments, such as the oceans [1][2].  

The plastics recycling process faces three significant 
challenges. First, dealing with plastic waste is hugely 
expensive. Simply removing plastic litter from the United 
States’ west coast costs taxpayers $520 million each year [3]. 
Effective regeneration techniques are still lacking in current 
plastic management systems. While the plastics generation 
increases every year, it leads to an imbalance between input 
and output. Secondly, combustion and discarding have severe 

negative impacts on the environment. The degrading process 
is slow, and toxic greenhouse gases are produced. Plastics 
waste breaking into smaller pieces, known as microplastics, 
can adhere to waterborne organic pollutants and infiltrate food 
webs [4]. Thirdly, due to the outbreak of COVID-19, the 
consumption and demand for plastics have increased sharply 
[5]. One hundred twenty-nine billion face masks and 65 
billion gloves are used with a monthly estimate [6]. The 
increasing demand and use of plastics cause significant 
problems in the plastic waste management system [2]. Many 
recycling facilities’ safety-related suspensions further 
exacerbate this trend. Without proper public waste 
management, there is a risk of widespread environmental 
contamination [6].  

The current plastic waste management system needs better 
approaches to deal with these large numbers of post-consumer 
plastics. However, it remains unclear what interventions will 
best support plastic waste management. This paper presents 
an agent-based model that simulates the plastics waste 
management lifecycle at multiple scales. Agent-based 
modeling is a simulation technique that can be used to analyze 
complex social systems. It is a computational approach that 
agents with specific variables, behaviors, and characteristics 
interact with each other [7]. This modeling and simulation 
provide a direct and visual approach to modeling different 
scenarios in the current plastics waste lifecycle. Our research 
question for this study is the following:  

 
R.Q.: How do strategies, such as an education campaign 

and a system-wide improvement, influence the behavior of 
plastics waste management? 

The paper is structured as follows: Section 2 reviews 
related background in plastics waste management. Section 3 
outlines the research methodology. The research results and 
recommendations are shown in section 4, followed by a 
conclusion in Section 5. 
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II. BACKGROUND 

In this section, we will review tthe plastics waste 

management framework, the classification of recyclable 

plastics and non-recyclable plastics, and the introduction of 

Agent-Based Modeling.  

A. Plastics Waste Management Framework 

Plastics’ low cost, lightweight, and versatility have a vast 
area of use in industries. Furthermore, plastic materials 
usually have ecological and economic advantages over 
conventional materials throughout their life cycle, with or 
without considering the End-of-Life stage [8]. Unfortunately, 
more than half of all plastics end up in landfills, and only 9% 
of used plastic can be recycled [9]. Additionally, a given 
plastic piece can only be recycled 2 to 3 times on average [10]. 
Despite its limitations, recycling remains the best solution for 
processing plastic waste due to its beneficial economic and 
environmental impacts. The requirements for successful 
plastic recycling include proper infrastructure to collect the 
waste, available technology to reprocess the waste into 
secondary products economically, and develop markets for 
the cost-effective use of recycled products [11]. 

B. Recyclable Plastics and non-recyclable plastics 

Recycling is the process of converting waste materials into 

new materials. However, research shows that impurities take 

up to 28% of plastic waste and that around 75% of plastics 

waste is considered as Low-Quality applications [12]. The 

study indicates that although varying between polymer types, 

the recyclability of “Low-Quality” plastic waste is 12% to 

35% lower than those categorized as “high-quality” plastics 

waste. Therefore, plastics have different recyclability 

depending on polymer types, legislative requirements, 

product lifetime, and other variables. Recyclable plastics are 

clean bottles and containers, bags, etc. As contamination in 

recycling has many negative effects, such as recycling 

becomes more expensive as money and time are required to 

separate contaminants [13][14]. In addition, the quality of 

recyclable by-products decreases if contaminated, reducing 

the market value [15]. In other words, if the plastic wastes are 

contaminated, they will not be considered ‘recyclable’ 

anymore. Therefore, the recycling systems are in need of 

cleaner recycling. 

C. Agent-Based Modeling and its Applications in Recycling 

Agent-Based Modeling and Simulation (ABMS) is the 
approach used for the development of the model. ABMS is a 
computational modeling approach centered around the 
concept of to the term “agent” to describe complex processes, 
behavior, and phenomena [23]. Unlike other conventional 
modeling tools, agent-based modeling responds to the 
environment actively [24]. Certain properties and attributes 
are autonomous and self-directed, modular, social 
and interactable, living in an environment capable of learning 
and adapting, and having explicit goals and resource variables 
[25].  

A popular ABMS technology extensively used in 
education and research on human behavior is NetLogo 

[26][27]. NetLogo, a multi-agent and modeling environment, 
can simulate natural and social phenomena. It allows users to 
alter the agents and environment to observe the differences 
directly. It is also well suited for modeling a system that needs 
a few years to evolve and change [28]. Four types of agents 
existed in NetLogo are turtles, patches, links, and observer 
[26]. Turtles are active agents that can move inside the 
environment. It can perform the programmed functions during 
the ‘turtles’ movement and reflect correlative interactions 
between other turtles and agents. The patch is the square 
ground where turtles can move on, the links connect two 
turtles, and the observer is the agent who observes the 
simulated world and acts as the interface between it and the 
researcher [29].  

ABMS has also been used to study recycling behaviors. 
For instance, a study conducted in 2018 discovered behavior 
changes in post-consumer recycling through an agent-based 
modeling approach [30]. The simulation was applied to 
analyze the impact of critical factors in recycling behavior 
changes in Beijing’s residential community. The experiment 
showed that the provision of recycling facilities could cause 
little change in ‘residents’ behavior. However, face-to-face 
interactions between the experiment team and participating 
households increased awareness of plastic recycling.  

III. RESEARCH METHOD 

As the plastic waste lifecycle’s detailed investigation can 
be time-consuming and expensive, NetLogo may be an 
efficient tool to estimate one action’s outcomes. Once an 
ABMS has been built, the user can change multiple 
parameters manually to simulate a given environment’s 
plastics recycling process through an open user interface. The 
proposed system zooms in the life cycle of the general plastics 
waste. Three kinds of turtles were created: Plastics (plastics 
wastes), Center (recycling centers), and Houses (the number 
of households in a community).  

A. Definition of the Variables 

Variables shown in Table 1 were created in order to record 
the interaction of different turtles and the value changes, some 
variables were created to keep track of the progress and trigger 
different behaviors. Table I demonstrates the simulation 
variables with corresponding explanations and justifications 
for use. 

TABLE I.  VARIABLES USED IN THE NETLOGO MODEL 

Variables 
 

Data type Explanation 

initial-houses Integer [0, n] 

The number of 

households created in the 
environment 

recycle-approach 
String: Chemical 

or Mechanical 

The most common 

approach that the 

recycling facility uses in 

the simulated 
environment 

RecyclingParticipatio

n 
Integer [0, 1000] 

The percentage of 

households that recycle. 

The variable is internally 

expressed as an integer 
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Variables 
 

Data type Explanation 

from 0 to 1000 in the 

program, and then 
divided by 10 to show 

the percentage with 1 

decimal place 

contamination_rate Float [0, 1] 

The percentage of plastic 

waste that is 
contaminated 

recyclability Float [0, 1] 

The possibility of plastic 

waste to be considered as 

recyclable 

Demand Integer [0, n] 

The average number of 
plastic wastes (in kg) 

generated by the houses 

weekly 

ptime Integer [0, n] 

The number of times the 

plastic waste has been 
recycled in the system 

landfill Integer [0, n] 

The amount of plastic 

waste (in kg) is ended up 

in a landfill. 

finish_recycle Integer [0, n] 

The amount of plastic 
waste (in kg) has been 

sent to the recycling 

center and has been 

recycled in the system 

totalplastics Integer [0, n] 

The total amount of 
plastic waste (in kg) that 

are generated in the 

system 

collect Integer [0, n] 

The amount of plastic 

waste (in kg) has been 
sent to the recycling 

center 

new Integer [0, n] 

The amount of plastic 

waste (in kg) becomes 
secondary products 

 

 

B. The Simulation Workflow 

The process starts when the houses use plastics based on 
their weekly demand (variable demand). Then, the system 
checks the household’s recycling participation percentage 
(variable RecyclingParticipation) to see if the house will 
decide to recycle the plastic waste. If the household does not 
plan to do the recycling action, all plastic waste generated 
from the house will go into landfills. In contrast, the 
households that choose to perform the recycling action send 
the plastics to the recycling center. When the plastic wastes 
arrive at the recycling center, the center will check for the 
contamination rate (variable contamination_rate) of the 
collected plastics (variable collect). Only the plastics that are 
considered as uncontaminated can continue the process and 
check for their plastics recyclability (variable recyclability), 
while the “dirty” plastics will be sent to landfills. If the plastic 
waste is non-recyclable plastic, it will go into a landfill. The 
recycling center checks its recycling approach (variable 
recycle-approach) for the rest of the plastics. If the center 
applies a chemical recycling approach, the plastic waste will 
be converted to secondary products (variable new). In the case 
the center uses the mechanical recycling process, the plastic 

waste will be recycled with an increment in the number of 
times the plastics have been recycled in the system (variable 
ptime). Plastic waste that exceeds the recycled time will be 
downcycled and will disappear in the system. Eventually, the 
recycled plastics that are shipped back to the community will 
satisfy households’ needs and reduce their next cycle 
consumption. The user interface is shown in Figure 1.  

 

Figure 1.  The Screenshot of the simulation interface. 

During the simulation running, graphic charts track the 
variables to support the calculations, named “Data on Plastics 
Waste.” Figure 2 provides the methodological framework 
used in the simulation. 

 

Figure 2.  Simulator methodology framework. 

 
A software tool named BehaviorSpace, which is part of 

NetLogo, allows us to test each scenario for ten repetitions and 
calculate the overall mean and standard deviation.  

 

IV. SIMULATION EXPERIMENTS AND RESULTS 

To test the feasibility of the simulator, we applies real-

world paramenters to the simulation. A baseline scenario is 

constructed to demonstrate the effect of the education 
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campaign and system-wide improvement. All the results are 

collected from 10 repetition run simulating the activities in 

25 weeks.  

A. Feasibility Testing  

According to the American Chemistry Council and the 

National Association for PET Container Resources, in 2018, 

(1) 35,680 thousand tons of plastics waste were generated, (2) 

5,620 thousand tons of plastics waste were combusted with 

energy recovery, (3) 3,090 thousand tons of plastics waste 

were recycled, and (4) the rest of 26,970 thousand tons of 

plastics waste ended up in landfills. Then, the recycling rate 

of 2018 plastics waste was 8.66%. On average, 25% of 

collected wastes are contaminated to be recycled [22]. If we 

assumed that all non-recyclable plastics would be 

incinerated, and 25% of the collected plastics went to landfill. 

Also, the sum of collected plastics in 2018 would be 11613 

thousand tons, with a 32.55% recycling participation rate 

(collected plastics/total generated plastics) and 35.48% of 

recyclable plastics rate (recycled plastics/non-recyclable 

plastics). Based on The Guardian, the U.S. produces about 

106.2 kg of plastics waste per person per year [32]. The 

weekly consumption per person would be 2.04 kg (106.2 

kg/52 weeks). Applying these parameters in the simulation, 

the average recycling rate is 8.97% for ten weeks run, and 

this result has less than 0.5% difference with the PET 

Container Resources data in 2018. 

B. Baseline Scenario 

Based on the nationwide parameters and literature review, 

we constructed a baseline situation in our model. The 

baseline Scenario simulates 500 households, with the 

recycling participation of 25%, plastics recyclability of 25%, 

and uses a mechanical approach. The maximum time that 

plastic waste could be reused was set to 2, and the average 

plastics consumption per household was 6 kg/week. 

Therefore, a fixed 25 percent contamination rate is applied in 

the baseline scenario and the rest of the experiments. Because 

the number of turtles needs to be positive integers, the 

parameters used to generate turtles were rounded up to whole 

numbers. This simulation scenario was acted as a ‘baseline’ 

to evaluate the effect of customer behavior changes or 

system-level improvements. The results of the baseline 

scenario are included in Figure 3.  

 

 

Figure 3.  Baseline testing of plastics waste management over 25 weeks. 

C. Effect of an Education Campaign  

Plastics Recyclability is the percentage of plastics 

considered “recyclable” when they arrive at the recycling 

center. Recycling participation refers to the tendency of each 

household to recycle weekly. Two possible reasons that cause 

the plastics waste unrecyclable are: there are no facilities 

supporting recycling for the specific type of plastics, and the 

plastics are contaminated during transportation or without 

improper recycling procedures. In this paper, we have a fixed 

contamination rate of 25% applied to all collected plastics, so 

the recyclability of the plastic here will only examine the 

plastic types.   

Education can make more people decide to recycle, or it 

can make them recycle more effectively and adequately. In 

this experiment, we tested the effect of an education 

campaign that produces individual improvement in recycling 

participation or plastics recyclability. We looked at the effect 

of 5%, 10%, 25%, and 50% improvements on plastics 

recyclability and recycling participation from our baseline, 

reflecting the increased sorting and recycling behaviors. The 

results, which are compared to the baseline testing, are shown 

in Figure 4. 

D. Experiment 2: Effect of System-wide Improvement 

This experiment examined potential system-wide 

improvement based on technological changes, infrastructure 

investments, or policy implementation that may boost 

recycling participation and plastics recyclability. Unlike 

education campaigns, system-wide improvements 

significantly improve waste management, such as 

California’s single-use plastic bags ban [35]. Improved 

recycling infrastructure can handle a broader set of plastics. 

We tested the plastics recyclability and recycling 

participation scenarios when they were 50%, 75%, and 100% 

(Hypothetical maximum), and the results are shown in Figure 

5. 
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Similar to the education campaign, higher plastics 

recyclability and higher recycling participation can lead to 

larger recycled plastics amounts, lower landfill deposits, and 

lower total plastics. Compared to plastics recyclability, 

recycling participation creates a slightly stable percentage 

increase in recycled plastics and percentage deduction in 

landfill deposits and total plastics. Especially in boosting the 

recycling participation, recycled plastics follow a similar 

increase proportion every week as the percentage increases. 

Therefore, we could predict that if the government considers 

investing in the system-wide development in its plastics 

waste to raise its recycling rate, increasing recycling 

participation may lead to a stable boosting in the recycling 

rate over weeks while increasing the recyclable plastics have 

more variations each week. Moreover, in this experiment, 

100% improvement is a test of hypothetical boundary 

conditions. The result shows that there remains a significant 

landfill problem even in a hypothetical scenario with 

recycling participation. 

 

 

V. CONCLUSION  

The results of the feasibility testing of nationwide data 
support that the simulator developed in this paper can be a way 
to predict the plastic waste trend. This study’s main 
conclusion was that approaching this system-level problem in 
a one-dimensional way is insufficient. Simply altering 
individual behaviors through education has limited effects on 
the system. Similarly, solely examining the technology 
development in both system-wide improvements has limited 
effects. Education, technology, and infrastructure changes 
should all be carried out to ameliorate the plastics waste 
management problem. Nevertheless, promulgating a policy or 
developing an advanced technology is not easy; before a 
system-wide improvement takes place, individual behavior 
change still affects the recycling rate to a certain degree.     

There are still some limitations and shortcomings in the 
present study. First, the plastics recycling approach was 
mainly based on plastic types. The simulation assumes all 
plastics categorized as recyclable can undergo both 
mechanical and chemical processes. Second, recycle 
participation can be a subjective factor and hard to record. 
Third, household amount limitation restricted the simulation’s 
scope, which can only simulate a community’s small region. 
Fourth, the incineration process was not considered in the 
simulator. Despite its limitations, the study combined the 
plastics waste management life cycle and computer 
technology to test various scenarios and predict possible 
outcomes. Further research is needed to consider the plastic 
types and test out the effect of the combination of education, 
technology, and infrastructure improvements in the system.  
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Figure 4.  The effect of education campaign over 25 weeks. 
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Figure 5.  The effect of system-wide improvement over 25 weeks. 
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Abstract—Developments in the field of autonomous vehicles
have encouraged research to innovate technology to solve ev-
eryday problems. E-commerce has been on the rise and, freight
transportation is considered an environmental nuisance, espe-
cially in the city centers. Electric vehicles have been proposed to
reduce the environmental impact of transit vehicles. A package
delivery system using a platoon of autonomous electric delivery
vehicles and established public transport networks in cities can
be employed to solve these problems. But autonomous vehicle
testing is a point of concern for authorities and the public
alike. This paper acknowledges this problem of validating the
algorithms used to create an autonomous delivery system using an
innovative solution. A Mixed-Reality simulator based on Unity3D
and Robotic Operating System was successfully created to test
autonomous vehicle platooning.

Keywords—Mixed-Reality; Platooning; Autonomous Vehicles;
Vehicle-Hardware-in-the-Loop (VeHiL).

I. INTRODUCTION

For several years, a significant effort has been made to
optimize the transport of goods in urban and peri-urban
centers. These improvements are aimed at reduction of the
secondary effects of transportation, such as congestion, noise
pollution due to the dense traffic flow, or air pollution due
to conventional vehicles. Current legislative regulations limit
the size and weight of transport vehicles, delivery hours
during the day, and suggestions to construct central distribution
units close to the city. Other changes include the addition of
distribution circuits for tricycles or compact electric vehicles.
Nevertheless, these new guidelines and distribution routes
are far from reducing the negative impact of transit vehicles
circulating in space dedicated to the public. Gechter et al.
[1] discusses the solutions available to improve the fright
transportation in the city center and proposes a comprehensive
model to use the public transportation system and autonomous
subnormal-sized electric transits by forming a platoon. Gechter
et al. [1] clearly defines the advantages of using platoons of
autonomous vehicles that serve as the base for this paper which
is part of the project SURATRAM (Système Urbain et Rural
Autonome de TRAnsport de Marchandises).

Electric freight vehicles have been at the forefront of
combating climate change due to excess production of carbon
dioxide. Electrification makes the most sense in an urban en-
vironment for short commutes where the combustion engine is
the most inefficient. Most cities have separate lanes for public
transport that trace the entire city perimeters. Large freight
vehicles, which are not nimble on narrow city roads, can use
these routes to reduce the congestion. Programming a fleet of
autonomous robots to follow the existing public transport enti-
ties on these less-used routes by using platooning is a concept
that can prove advantageous. Autonomous vehicles require
extensive testing and, current simulation tools cannot replicate
real-world conditions with a hundred percent accuracy and do
not account for few critical or complex scenarios. On the other
hand, on-road testing is either forbidden or limited by law
in most countries. To address issues of autonomous vehicle
testing, we are developing a Mixed-Reality (MR) simulator to
validate the use-case of platooning and the algorithms.

Kalra et al. [2] demonstrates that autonomous vehicles
would need tests over 14 billion kilometers of on-road testing
that could take over 400 years with a fleet of 100 agents
running every single hour of the year with a supervisor in
the vehicle. Hussein et al. [4] introduces the framework used
in simulation using Robotic Operating Software (ROS) and
Unity3D to optimize experimentation using smart vehicles. A
MR platform based on UDP communication was built using
the AIM simulator and an autonomous vehicle to test scenarios
at an intersection [5]. AIM does not provide a realistic image
of the natural world and has limited application. Another MR
simulator was created in [7] using Gazebo and ROS to achieve
interaction between simulated and real objects while updating
the simulation according to the movement of the robot in the
real world. The usage of many commercially available robots
is simplified using Gazebo as they are integrated into the
simulator. But Unity3D has a more complex and adaptable
physics engine compared to Gazebo, giving better realism
during testing. Simulation of other elements like traffic can
be easily programmed to recreate real-life scenarios. Unity3D
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also allows training of our driving models using Machine
Learning algorithms which is not possible using Gazebo.

Analyzing the convenience of use and the verisimilitude of
the simulation to the real world, we propose an MR simulator
for our autonomous delivery solution using platooning based
on Unity3D and ROS to test our autonomous driving algo-
rithms. The paper is organized as follows: Section II consists
of the present technology of simulators used in the literature,
while Section III details the MR simulator framework. Section
IV provides the results and analysis of our proposal, and
Section V concludes the presentation with improvements and
the future scope of the project.

II. STATE OF THE ART

As we climb up the various levels of driving automation
for on-road vehicles defined by the Society of Automotive
(SAE), the complexity of the systems keeps growing. Complex
systems include dozens of Electronic Control Units and sen-
sors [8]. Integration of these components becomes challenging,
and the necessity of alternative methods to on-road testing
becomes evident. Currently, automotive manufacturers are
working extensively with XiL in the system development cycle
to increase productivity [3].

The first step is to develop the actual model of the plant
or hardware in a simulation environment that represents the
influential features of the system [9]. A controller is conceived
to alter the output of the plant as per the application. This
method is known as Model-in-the-Loop (MiL) testing. The
behavior of the simulated plant model is governed by the
controller logic. MiL is a good starting step to perform
controlled tests of the system in a virtual world. When a MiL
produces satisfactory results, a code generated from only the
controller model replaces the controller block. We simulate
using the controller block made of the code with the software
model from the previous step [10]. This process is known as
Software-in-the-Loop (SiL) testing. The outcome of the test is
compared with those obtained in the MiL testing. We alternate
these two steps until a reliable algorithm is produced. It is
still important to test the controller on the real hardware as
the simulated model is based on certain important parameters.
Hence in the last step, the simulation model is replaced,
entirely or partially, by the actual hardware to test the accuracy
of the controller logic, hence the name Hardware-in-the-Loop
(HiL) testing [11]. Another class of testing depends on the
use of a prototype in the development cycle. The prototype is
examined in real-life conditions (like test tracks or on-road)
to have the best results. A prerequisite to this is the need for
extensive infrastructure. There are several limitations to the on-
road testing from the government due to safety concerns. A
hybrid that combines the HiL and prototype testing is Vehicle-
Hardware-in-the-Loop (VeHiL) that allows manufacturers to
test their approach in the initial stages of the development.
The method is flexible and convenient as we can moderate
all the environmental conditions. The tests are conducted on
a chassis dynamometer which is usually heavy and requires
plenty of space [3].

User interactive maps using Augmented Reality (AR) (pro-
jection of virtual elements in the real world [6]) gives us
an immersive experience during navigation through streets.
Another impressive technological advancement is the ability
to explore the world in Virtual Reality (VR), where we can
interface with the virtual elements or create a virtual world.
A composite of these technologies is MR, where the physical
entities can interact with elements in the virtual world [6].
Integration of MR in autonomous vehicle testing provides
versatility, increasing the duplicability of real-world conditions
in confined spaces. MR has been used previously to provide
driving assistance of welfare vehicles using a virtual platoon
control method allowing novice users to control the kart with
ease [12].

Given the state-of-the-art, we understand that VeHiL testing
is advantageous but requires an actual vehicle or prototype in
the testing loop alongside a simulation, as defined in [3]. We
built our VeHiL around a Radio Controlled (RC) car to reduce
the infrastructure requirement and allow flexible testing of our
platooning application using the MR simulator. Developing
algorithms using a 1:1 model of the bus and vehicle is
financially inconvenient due to costs of fuel and renting a bus.
Large vehicles require space for testing. The nearest testing
ground is 30kms away from the laboratory. Travelling to the
site to validate small changes in the algorithms or ideas is
logistically cumbersome and not time efficient. A detailed
explanation is provided in the next section.

III. MIXED REALITY SIMULATOR

Evaluating the advantages and disadvantages of the avail-
able testing methods, we propose a VeHiL test using an MR
simulator using Unity3D and ROS. We will use Unity3D
to create a platoon simulation using a bus (representing the
public transport) and a Hyundai Kona (representing an electric
transit van). Simulation test cases include the car following
the bus, parking the vehicle on the side of the road at bus
stops to avoid congestion, and dynamically attaching to a bus
on a different route to the present one at an intersection to
deliver at a specific location. Using the schedule data provided
by the public transport provider in Belfort, Optymo, we can
synchronize this change of route fluidly. In this paper, we
discuss only the platooning test case. We will start our VeHIL
tests using a scaled model of the car, in the form of an RC
robot equipped with sensors like LiDAR, Ultrasonic Distance
Sensor (UDS), Inertial Measurement Unit (IMU). We use ROS
to manage data and control the robot. A schematic with the
framework of the MR simulator is presented in Figure 1. A
comprehensive description of each component is provided in
the upcoming few subsections.

A. Smart Robot

The MR simulator is based on an electric Kona, which
would act as our autonomous delivery vehicle. During the
VeHIL test phase, we did not have the Kona at our disposal.
To proceed with the development of the simulator, we used an
RC car to replicate the characteristics of the Kona. Hence, the
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Figure 1. Mixed-Reality simulator framework.

results obtained are not entirely homologous to experiments
performed with a Kona due to a mismatch of the physics model
of the robot and simulation. We normalized the parameters of
the Kona, like torque and turning radius, in the simulation to
suit the handling of the robot. Using the PiCar-S kit V2.0 from
the robotics company SunFounder, we were able to customize
the robot by adding a LiDAR and an IMU, in addition to the
UDS to replicate the functionality of the actual vehicle (Figure
2).

Out of the box, the PiCar depends on a Raspberry Pi (RPi)
4B for its computational power running Ubuntu (based on
Linux; officially supported by ROS). The propulsion system
constitutes of two pulse width modulation (PWM) motors.
A 2D LiDAR from SLAMTEC (RPLIDAR A2) used in the
project produces up to 8000 samples/second and has a range
of 12m with a resolution of 0.15m. A MEMS-based IMU
(MPU6050) fuses the programmable 3-axis accelerometer (2g-
16g), and 3-axis gyroscope (250◦/sec-2000◦/sec). An UDS
with a range of 0.02m-4m works in the frequency range of
40kHz. The manufacturer provides a library for the RC car,
coded in Python that allows users to easily set up the robot.

Figure 2. Smart robot equipped with a LiDAR, an IMU and an UDS.

B. Unity3D Simulation

To perform the MiL test, we chose Unity3D to run our
initial experiments. The simulation primarily consists of two
objects, a bus, and a car. The simulation aims to reproduce
a platoon that includes a public transport entity (in our case,
the bus) and an electric delivery van (Figure 3). The bus will
act as the leader of the platoon, with the car behaving as
the follower. The bus follows a predefined path, and the car
can autonomously follow the bus based on the telemetry data
of the leader. The data collected from the follower vehicle
is transmitted to the robot. A feedback loop updates the
location of the car in the simulation per the real world. The
bus is a representative model of Lion’s city hybrid buses
used in the city of Belfort, manufactured by MAN. The car
is comparable to a Kona electric, produced by the Korean
manufacturer, Hyundai. We modeled a Kona electric in the
simulation as we have the actual vehicle, fitted with a RADAR,
two LiDAR’s (one frontal, one on the roof), and a Global
Navigation Satellite System with an integrated IMU. Unity3D
has a configurable physics engine that can adapt to the vehicle
using parameters like mass, the center of gravity, or the drag
coefficient. Unity3D also allows users to incorporate the tire
model by providing the forward friction and sideways friction
values (extremum slip, asymptote slip). The simulation also
accounts for the unsprung mass and suspension system (damp-
ing rate, suspension distance, force application point distance).
The maximum torque values and speed limits of both vehicles
are programmed. These features can help program physics of
most vehicles in Unity3D, making the simulation versatile to
test other platooning projects.

Using waypoints, we set the path for the bus to follow.
At the beginning of the simulation, we congregate all the
waypoints and store them in an array to keep track of the
number of points. To steer the bus, we calculate a relative
vector to the upcoming waypoint from the current position
of the bus; this returns a value between [-1, 1], indicating
the direction (negative value implies that the point is to the
left of the heading of the bus and on the contrary, a positive
value indicates a point on the right). To determine the steering
angle, we multiply the relative vector with the maximum
steering angle. When the bus is within 5m of the current
waypoint, we calculate the steer value to the next waypoint
in the array. To control the speed of the bus, we apply a
torque to the rear wheels of the bus corresponding to the
distance to the next waypoint and reduce this value as we
approach the waypoint or if we must navigate a sharp turn.
We update our steering and torque values at a fixed period
of 20ms or at a frequency of 50Hz. A similar method is
deployed on the follower (Kona) to allow the car to move
relative to the leader. Analogous to the bus, we use a tracker
point placed on the rear axle of the bus to determine the
angle of steering required on the car. A Proportional-Integral-
Differential (PID) controller ( Gain values P: 80, I: 30, D: 35)
adjusts the speed of the Kona proportionately to the distance
between the two vehicles. The distance is measured from the
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front of the Kona to the tracker point. The aim is to maintain
a safe distance of 10m which accounts for emergency braking.
The PID controller gain values can be updated during the
simulation. The PID controller recalculates the speed of the
Kona every 100ms (10Hz) by adjusting the error at the rate of
50Hz increases the data queue to be transmitted significantly.
As the simulation does not emulate the physics of the robot,
a novel PID controller (Gain values P:10, I:7, D:6) and a
separate code for steering were adapted to the pace and the
turning radius of the robot.

The company Siemens, developed an open-source library
in C# to communicate with ROS from .NET applications
like Unity using TCP/IP sockets (available on GitHub as
ros sharp). The library includes standard message publishers,
subscribers, and Action servers. We created a new object that
contains a ros connector, two data publishers, and a Pose
stamped subscriber. The ros connector script helps us connect
to the ROS server running on the robot. We modified two 32-
bit float (std msgs ROS) publishers to transmit the speed and
steering angle. We adopted a pose stamped subscriber from
the ros sharp library to receive the coordinates of the robot
generated by the Simultaneous Localization and Mapping
(SLAM) algorithm.

Figure 3. Simulation of the platoon in Unity3D.

C. ROS

ROS acts as a middleware to manage the data generated by
different sensors and helps various programs running on the
robot communicate. It also behaves like a control mechanism
for the robot by collecting the data from the simulation.
We used ROS Noetic Ninjemys that has good community
support and compatibility with the packages required for this
project. The first package that is vital is the rosbridge suite
library. The library contains a rosbridge server package with
rosbridge websocket launch file that creates a server with the
IP address of the RPi. A simple listener coded in Python can
subscribe to the /speed and /steer topics and receive the 32-bit
float messages from Unity3D over the server. Using a modified
library provided by SunFounder, we can manipulate the robot

according to the received data. The LiDAR point-cloud data is
visualized in RVIZ using the package provided by SLAMTEC.
This point cloud is accessible from the topic /slam. We used
a Python script to decode data from the MPU6050. The linear
acceleration and angular velocity values are published using
the topic /imu. Next, to fuse the data from the IMU and the
LiDAR to form a 2D map of the environment, three SLAM
packages are currently available: gmapping [9], Cartographer
[10], and Hector SLAM [11]. In our case, we are fusing data
from LiDAR and IMU, so hector slam seems to be the best
choice. The SLAM module, based on an Extended Kalman
Filter (EKF), generates coordinates of the robot’s location in
the real world, published using the topic /slam out pose. We
relay the position to Unity3D via the ROS server, where a Pose
Stamped (geometry msgs ROS) subscriber node converts the
data into Unity3D coordinates.

IV. EXPERIMENTS & RESULTS

An oval path (L1: 30 units, L2: 20units) is drawn for the
bus to trace using waypoints in Unity3D. Each experiment
corresponds to the bus completing one full revolution (unless
specified) of the oval while being followed closely (10m
distance) by the car in the simulation. This section will provide
details regarding the analysis and results of the performance
of our MR simulator, based on three main criteria: time
delay, deviation of simulation from the real-world position,
and analysis of the SLAM algorithm.

A. Time Delay

As we are working on a real-time system, it is crucial to
determine the time delay between the transmission of data,
the actuation of the system, and the feedback. Anticipating
the delay can improve the efficiency of control strategies. A
ping of 20ms is commonly observed in wireless connections
working at 2.4GHz but, the delay varies for each query. ROS is
known to have delays in communication between nodes, which
can influence the delay in the system. We identified three
components that make up the total delay in our system include:
messages to reach ROS from Unity; the time necessary to
process the data; update world pose data from ROS to Unity.

1) From Unity to ROS: The pose stamped messages (ge-
ometry msgs ROS) were sent from Unity using the ros sharp
library to understand the delay during transmission of data
from Unity to ROS. The data is converted to suit the coordinate
system in ROS (right-handed, with X forward, Y left, and
Z up) as Unity uses a left-handed, Y-Up, Z-forward, and X-
left convention. The pose message header contains the time
at which the data was generated during the simulation. When
the data reaches the ROS subscriber node, the information is
parsed, and the output is printed on the command window
with time in the Unix format (nanoseconds). The session gets
recorded into a rosbag file and saved in a CSV file format.
Using a python script, timestamps of the sent and received
messages are separated from the CSV file and converted into
readable date and time format. Matlab is used to import the
data and construct a graph describing the delay for each packet
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of data to reach ROS from Unity over the number of frames.
For each frame, we generate one message.

Figure 4. Delay of each message received in ROS from Unity3D.

Tested over 1870 messages (at 50Hz Frame rate), we ob-
serve that the first message arrives in ROS after 0.98 seconds,
after which the delay for each consecutive packet of data fluc-
tuates between 10ms-20ms (Figure 4). So, the robot is lagging
the simulation by 1.3 seconds. The rosbridge socket server is
CPU intensive and takes time to process substantial amounts of
inbound data. Since the ROS server and simulation are running
on different machines, the latency increases significantly. The
variation in delay between messages is known as jitter. This is
an issue of using the 2.4GHz band as most appliances use the
same frequency range along with other people living in the
neighborhood, causing significant variations in delay between
queries.

2) Processing Delay: Every processor takes time to make
sense of the received data. We would like to measure the
delay between the time when the message is received in ROS
to when the robot starts moving. This is measured to show
the worst-case delay observed in the system moving from
complete rest. Two separate loops are used to process the
speed and steering angle data received in ROS, increasing
the processing time of the data. When a message is received,
the content of the message and the time get printed on the
command window. The IMU is sensitive enough to detect
every movement. A message with the current time is printed
on the command window once there is a change in acceleration
in the X-axis above a threshold value of 0.2g. The difference
between the timestamp of the first message received from
Unity and the timestamp when there is motion provides the
time required for processing.

Over nine trials performed to determine the delay between
the reception of command and actuation of the servo motor
- we observe a mean delay of 1.5 seconds (Figure 5). This
loss in time can be attributed to the time delay for the first
message to be received in ROS, which is around 0.98 seconds,
as mentioned in the previous experiment. So we can deduce
that the processing delay is approximately 0.5 seconds which
can be due to the sensitivity of the motors to low-speed inputs
at the start.

Figure 5. Delay between the reception of message and the robot moving.

3) From ROS to Unity: Similar to the delay observed during
the relay of data from Unity to ROS, there is a delay during the
transmission of data from ROS to Unity3D over the wireless
network. We would expect the delay to be around 0.02seconds.
To estimate this delay, we generate a Pose Stamped message
after the world position of the robot is calculated by the
SLAM module and relay this data to Unity. The pose-stamped
data from ROS is converted to suit the coordinate system in
Unity by the subscriber node in Unity3D. The pose stamped
messages contain the timestamp representing the time when
they were generated in ROS. Once the message is received in
Unity3D, we log the current time. These logs can be accessed
from the player log editor. The timestamps are imported into
Matlab, and we create a graph between the number of frames
and delay in seconds.

Figure 6. Delay of each message received in Unity3D from ROS.

A comparison between the timestamps of the data reveals
that - on average, there is a delay of 0.13 seconds. It varies
between 0.11-0.19 seconds (Figure 6). The obtained delay is
significantly higher than expected. In addition to the jitter
observed while using the 2.4GHz frequency band, we have
a delay during the exchange of data between the node respon-
sible to publish the pose stamped messages and the WebSocket
server in ROS. Since the server is running on the RPi and the
subscriber on the computer, we have a latency between the
two host machines and is a factor in the high delay values
observed.
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B. Deviation from actual World Pose

Since the physics model of the simulated entity and the
robot are different, it is interesting to see how this difference
affects our simulation. We will be able to judge if there is
a need to mimic the physics of the actual vehicle in the
simulation. The coordinates produced by SLAM module are
used to update the simulation. Another object that contains a
pose stamped subscriber is created in Unity3D. This object
represents the path traced by the robot in the real world. A
vector between the path taken by the virtual car and the path
traced by the robot is recorded every second in the simulation.

Figure 7. Deviation of simulation from actual world position of the robot.

A comparison between the simulated position and the
coordinates of the robot shows a deviation of one meter per
every meter of movement in the simulation (Figure 7). At the
start of the simulation, the deviation is relatively less as the
speed of the vehicles is low. As proven earlier, the RC car
lags the simulation by more than a second. Combined with
the fact that Unity currently uses a physics model of a car,
there is a significant deviation of the path reproduced by the
robot in comparison to the virtual car. This result proves the
need for an accurate physics model of the virtual vehicle with
respect to the real vehicle.

C. Accuracy of SLAM

The closeness of the location provided by the SLAM
algorithm to the ground truth will increase our confidence in
our measurements, enabling us to safely navigate in densely
populated urban environments. To test the accuracy of SLAM,
a grid (1 cm2) paper is laid out on the floor. The RC car is
positioned on one of the edges of the grid cell. We run one
cycle of the simulation while filming the robot from a bird’s
eye view. The position data from the SLAM is recorded into
a rosbag file. We note the position of the robot from the video
by counting the number of cells traveled on the grid at a period
of three seconds and the coordinates given by SLAM in ROS.

We plot the two points to recreate the path followed by
the robot in the real world and according to SLAM (Figure
8). The SLAM can localize the robot with good accuracy
fusing the LiDAR and IMU data. The robot is not able
to recreate the oval circuit drawn in Unity3D due to the
difference in physics model. Optimizing speed and angle of
steer produces a semicircular movement over three revolutions

Figure 8. Comparison of position provided by SLAM to actual position.

in Unity, contrary to the other experiments. We could not
achieve enough points to evaluate the SLAM with a single
revolution of the vehicle in the simulation.

Another graph to depict the deviation over time is plotted by
calculating a resultant vector between the two points (Figure
9). We see a mean error of 0.03m between both measurements.
The error does not accumulate with time due to the presence
of an EKF in the SLAM algorithm, which can predict the
trajectory of the robot, reducing the deviation from the actual
position. The error can be further reduced by fusing data from
an odometer.

Figure 9. Error between SLAM and actual position.

V. CONCLUSION AND FUTURE WORK

As the use of autonomous vehicles becomes more promi-
nent, innovations in the field of testing become critical. This
paper evaluated the adoption of an MR simulator with a
VeHiL testing to validate algorithms for an autonomous freight
delivery system using the public network system proposed in
[1]. We can address a few issues to improve the precision of
the simulator. First, the use of a 5GHz wireless communication
can reduce jitter during data transmission. To reduce the
deviation between the virtual and real-world, we can introduce
a Kalman filter in Unity3D. Extending the project to support
ROS2 can lower the delay caused due to communication
between different nodes, as nodes can communicate directly
with each other without the need of a ROS Master. The PID
controller can be replaced with more robust controllers to
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improve follower’s capability to keep up with the leader. The
fusion of odometer data from the real vehicle can increase
the accuracy of the SLAM algorithm. Future research to
implement the simulator with the Kona in the VeHiL phase
instead of the robot is envisioned, along with testing of other
test cases mentioned in Section III. This will avoid issues due
to the contrast of the simulation model with the robot. The
simulator can be extended to other platooning projects where,
researchers can model their vehicles (using the physics model
parameters as indicated in Section III: C) in Unity3D along
with 3D maps of cities to test their self-driving robots in small
spaces, reducing risk of on-road testing and cost of expensive
testbeds.
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Abstract— Modelling of complex dynamic systems like 
pandemic outbreaks or traffic flows in cities on macro-level is 
difficult due to a high variance on entity micro-level and 
unknown or incomplete interaction models. Agent-based and 
Cellular Automata (CA) simulations based on micro-level 
modelling can be used to investigate the outcome of system 
observables in a sandbox. For a reasonable accuracy a high 
number of agents, sufficient behaviour variance, high 
computational times, and calibrated model parameters are 
required. Surrogate predictive modelling of the multi-agent 
system can be used to replace time-consuming simulations. In 
this work we present a hybrid approach combining Agent-
based Simulation, probabilistic contextual CA, and Machine 
Learning (ML). We investigate the replacement of the ABS-CA 
by surrogate ML models trained by simulation data. The 
predictive model is state-based and applied to time-series data 
to predict future development of aggregated system 
observables. We discuss and show the negative impact of 
uncalibrated real-world sensor data on time-series prediction 
and an improvement by surrogate modelling of simulation. A 
use-case of pandemic simulation using real-world statistical 
data is used to investigate and evaluate the suitability and 
accuracy of the proposed methods and to show the high 
sensitivity of surrogate modelling on distorted and biased data.  

Keywords- Large-scale simulation; Multi-Agent Systems; 
Cellular Automata; Surrotgae Machine Learning; Data 
Augmentation. 

I.  INTRODUCTION 

The typical goal of a simulation is the prediction of the 
behaviour of a complex system by aggregate observables for 
a particular situation. A simulation can be composed of a set 
of interacting entities on micro-level, like humans in social 
sciences, to investigate and predict the outcome of system-
level aggregate observables. Machine Learning as well as 
simulation are used to predict the response of a system to a 
stimulus that is hard to be studied in the real world and to get 
macro-level from micro-level observables (aggregates). Both 
techniques use data analysis and mathematical modelling [1]. 
In most cases a simulation is composed from elementary 
cells (holonomic approach). Each cell is defined by a micro-
level model and by a set of interaction functions. Agent-
based modelling (ABM) and simulation (ABS), and Cellular 
Automata (CA) are prominent examples of this 
decomposition approach for large-scale dynamic systems. 
CA can be considered as a simplified sub-class of 
ABM/ABS with strictly bounded interaction ranges, better 

suited and scaling for large-scale problems with a very high 
number of entities typically required to strength statistical 
quality. A simulation model is typically a simplification and 
abstraction of the complex real world that is characterised by 
the behaviour modelling of single entities (core cell elements 
of the simulation, e.g., an agent or a cell), the interaction 
between the elements, the number of elements relative to real 
world systems, and the variance of behaviour and interaction 
models. Mostly only an ensemble averaged model is used 
that is derived from real world observations and sensor data; 
individualism cannot be covered properly. 

The combination of Machine Learning and simulation 
can improve model and simulation quality, i.e., there is 
according to: 

1. Machine Learning assisted simulation improving 
the simulation model and quality [1]; 

2. Simulation assisted Machine Learning improving 
the prediction or classification model [1]; 

3. Emulation of the multi-agent behaviour model by 
an ML derived macro model (surrogate modelling) 
[2][3]; 

4. Model calibration using ML [1]. 

The central concept and novelty of this work is a ML-
based ensemble estimator for aggregate observables learned 
from an incremental hybrid and domain-hierarchical 
MAS/CA simulation with the aim to improve real-word 
system time-series data prediction. The CA extension was 
chosen for efficiency and scaling reasons. A tight coupling of 
the simulation to real-world entities is an additional feature 
that ensures real-time updates of the simulation and 
incremental calibration of the simulation at simulation time, 
supporting crowd sensing and digital twin methodologies 
(but not stressed in this work). The work utilises and 
combines: 

1. Hierarchical MAS-CA simulation incorporating 
real-world data for the parametrisation of the 
simulation world and agent modelling (digital twin 
concept) to predict future developments of system 
state observables from past data; 

2. Hierarchical domain-specific modelling and 
decomposition (with respect to longitudinal and 
spatial scale); 

79Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-898-3

SIMUL 2021 : The Thirteenth International Conference on Advances in System Simulation

                           88 / 111



3. Predictive modelling of time-series data using 
state-based ML models trained on real-world and 
simulation data; 

The major issue with real-world coupled simulations and 
predictive machine modelling from simulation is the 
discrepancy of sensor data (input and output observables) 
collected in real and simulation domains. Typically, the 
simulation is almost inaccurate (and wrong) with respect to 
real world, but the sensor measuring is accurate and exact 
(all population entities can be accessed and measured 
directly). In contrast, to the real world domain where 
measurements are inaccurate and in many cases biased and 
distorted (or at least not representative), especially on the 
longitudinal scale. For example, considering traffic 
simulation, the sensors (counting and tracing traffic flows) 
are relatively accurate and representative in both domains. 
But in contrast, observations and simulation of pandemic 
situations disperse significantly in real and virtual world 
domains. Therefore, we have chosen the COVID19 
pandemic use-case to demonstrate the issues with real-world 
coupled and data-based simulation and the deployment of 
predictive machine models derived from inaccurate and 
biased data. 

The surrogate ML models should be able to predict future 
developments of aggregated macro-level observables from 
past data, e.g., the accumulative incidence rate of a pandemic 
situation. ML modelling is already applied in social science 
and ecological modelling [4]. The application of such 
learned surrogate models on inaccurate and distorted real-
world sensor data will still result in inaccurate prediction 
results. To solve this issue, a sensor correction and 
calibration model must be derived by using correct 
simulation sensor data that is acquired by real-world 
measuring principles resulting in strongly biased and 
distorted data. To overcome the computational scaling 
problem due to a required high number of agents (beyond 
100000) a hierarchical hybrid model of agents and 
contextual cellular automata simulating a lattice gas model is 
proposed. Fine-grained simulation is performed by spatial 
and temporal partitioning adapting models and simulations in 
consecutive time intervals based on changing environmental 
parameter space. As well simulation as prediction models 
can be updated incrementally by new measured data 
(longitudinal extension), e.g., by agent-based crowd sensing 
[5]. The following sections introduce the hybrid and 
hierarchical modelling and simulation model, showing 
results of time-series prediction on real-world data, and 
finally showing in comparison prelimenary results of time-
series prediction from simulation data. 

II. THE HYBRID AND HIERARCHICAL CONCEPT 

The hybrid and hierarchical methodology addressed in 
this work combines MAS-ABS with supervised ML, and the 
ABS combines two levels of agent behaviour model 

complexity, state-based reactive agents with complex long-
range interaction and CA cells with simple short-range 
interaction.  

The CA is a sub-domain model of the agent model. The 
simulation framework consists of an agent simulator [6] that 
is capable to process computational and physical agents 
(first-level class agents) as well as CA worlds seamlessly. 
The domain-hierarchical MAS-CA modelling decomposes 
complex real worlds in simplified organised cell networks on 
micro-level, the ML methods are used to estimate system-
level (ensemble) observables from sensors.  

Computational agents are mobile software that can 
migrate between real- and virtual worlds and they are used 
for real-world data collection (including mobile crowd 
sensing) and for creating digital twins in the simulation, 
whereas physical agents are pure simulation objects that 
represent physical entities in the simulation world. To reflect 
spatial variance, the simulation world ॺ is partitioned into 
spatial sub-domains ॺ={Sdi}, associated with a MAS. Each 
domain is handled by an agent agdi from the MAS that is a 
spatial and organisational representation of a large set of 
simple agents situated in a simplified CA world. Each CA 
represents a spatial region with a high number of interacting 
entities (e.g., humans). The MAS reflects the coarse-grained, 
the CA the fine-grained simulation model. The simulation 
model is composed basically of mobility, behaviour, and 
interaction of the observed entities. 

First-level domain agents represent larger spatial 
domains (e.g., terrestrial units or entire cities) and interact 
with each other to simulate crowd flows, organisation, and 
networking across spatial domains. Each rectangular CA 
world CW connected to one domain agent consists of cells 
arranged on a regular two-dimensional grid that is partitioned 
into logical sub-domains (regions) ld associated with specific 
interaction behaviour and environmental constraints, e.g., 
living and working areas, CW={ldj}, ldj={cell ∈ Aj}. The 
second-level class cell agents within the CA are modelled by 
a "mobile" data structure bound to one current cell in the CA 
world and processed by a cell activity function. The mobility 
of agents within the CA world is modelled with a 
randomised lattice-gas model by shifting the agent state 
spatially. A CA cell is occupied by one or no agent. Agents 
can access neighbouring cells (Moore neighbourhood) and 
can move to neighbour cells. The hybrid and hierarchical 
architecture is shown in Fig. 1. The main difference between 
first- and second level agents is the behaviour function. First-
level agents bind each their own behaviour function, whereas 
second-level agents are represented by on shared behaviour 
function.  

The aggregated data collected from simulation is used to 
train a surrogate machine model for time-series prediction. A 
state-based Long-Short Term Memory (LSTM) artificial 
neural network architecture was chosen for time-series 
prediction [7]. A LSTM network is able to predict a variable 
x for a future sample point n+Δ with past data {x1,..,xn}.  
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Figure 1.  Hybrid simulation with domain-specific MAS-ABS combined with probabilistic CAs. Each CA (bottom) represents a simulation container with 
simple agents (diamonds) for a spatial domain di controlled by a domain agent (circle). Each CA world is partitioned in logical domains sdj, too (bottom, 
left). Spatial domains are connected by the domain controller agents (middle,left). The LSTM (bottom, right) is trained with simulation data. 

The real-world data is collected remotely by 
computational agents, e.g., performing WEB scraping to get 
environmental state information. 

The next section demonstrates the novel hierarchical 
simulation approach for a pandemic use-case. The 
methodology can also be applied to other fields like traffic 
flow prediction and optimisation, logistic flows, and long-
term prediction with respect to migration and segregation 
effects (social networking). 

III. USE-CASE: PANDEMIC MODELLING AND PREDICTION 

We demonstrate the proposed hybrid and hierarchical 
simulation approach of real-world coupled MAS-CA 
simulation and longitudinal surrogate modelling for the 

forecasting of pandemic situations. Pure CA-based 
approaches were already applied to pandemic simulations 
[8]. This worst-use-case poses a highly unreliable and 
distorted measuring process, varying on longitudinal scale, 
and high dynamics based on micro-scale effects. 

A. Simulation and Surrogate Modelling 

Preliminary experiments were performed to investigate 
the accuracy and generalisation of a domain-specific 
prediction model from real data with a time-series prediction 
of infection observables using an LSTM ANN architecture. 
The input data are weekly infection cases rates of COVID19 
pandemic data base from [9], and the output of this model 
mΔ(t) is the prediction of Δ week ahead infection cases rates 
with respect to spatial domains and population age domains. 
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Each spatial domain is trained with its own model. Models 
are finally exchanged between spatial domains to test 
generalisation capabilities. The input data was used for seed 
conditions of the simulation, too. 

The simulation world consists of 38 domains of territorial 
units (TU) of Germany (shown in Fig. 2) with the simulation 
parameters: Spatial centre location, population statistics, and 
mobility interconnects between neighbouring TUs. The agent 
base model is SIRD (susceptible-infected-recovered-dead) 
population classification. Each spatial domain is represented 
by its own domain model and parameter set and is simulated 
independently by a domain agent associated with Lattice Gas 
Probabilistic and Context-based CA (LG-PCCA), i.e., each 
domain region is a container for statistical moving and 
interacting agents, defined by a set of cross-section 
parameters. Longitudinal day-night cycle simulation is 
performed. The domain agent is responsible for sensor data 
acquisition, monitoring, and inter-domain interaction. The 
CA is partitioned into logical domains, e.g., home, work, 
outside, school, and culture/sports areas. Sub-agents given by 
data structures holding parameter and state variables located 
at cells represent people. Mobility of individuals is given by 
random walk (gas model), directed diffusion (context 
model), a mean velocity, and neighbouring and sub-domain 
constraints. Interaction (infection) is given by a dynamic 
cross-section and accumulator model, i.e., the integral of 
mobility and interaction cross-section. Perception and 
movement of an agent is limited to neighbouring cells 
(Moore neighbourhood); an agent can change it place (cell) 
either my moving to a free neighbour cells or by agent-pair 
swapping. Agent can migrate between different CAs via the 
domain agents, i.e., domains interact with each other by 
crowd flows (holiday, travelling, and business). 

The agent behaviour model covers a wide range of 
behaviour parameter, i.e., age domains (child, youth, middle, 
elder people, etc.), activity domains (children, scholars, 
students, workers, non-workers, retired people), parameter 
sets (social networking factor, risk, mobility rate, protection, 
...), networks (family, temporary groups), infection test 
coverage and strategies. 

Output observables are accumulated monitored infection 
cases counts (with age distribution?) on daily basis 
(simulation) and on weekly basis (rates, real-world data). 
Input sensor variables (for simulation) are population and 
density distribution, age distribution, start infection count, 
social networking parameters, social cluster densities, 
mobility, opening status of domestic and private facilities, 
social restrictions, lethality, mortality, and the infection 
reproduction factor adapting the agent cross section and 
accumulator thresholds. Simulation is synchronised with 
real-world statistical pandemic data (accumulated, 1 week 
period). Agent-based WEB Scraping and Mining is used to 
sense environmental state variables, e.g., closed stores or 
schools, contact limitations. 

Population representation by agents in a CA world is 
controlled by a domain agent. A typical population-agent 
scale ranges from 1:1000 to 1:100 depending on population 
density; if infection probability is low (<0.01), a higher 
density is required.  

 

 
Figure 2.  Simulation world partitioned into 38 TUs (NUTS level 2) 
mapped on 38 CA worlds (left), Cartesian coordinates, not ratio scaled. 
Size of CA grid is related to TU domain size and population density. Each 
CA produces data for surrogate modelling by an LSTM (bottom, right).  

Model calibration is required for the simulation model 
(including time-scale calibration) from real to virtual world, 
and for the surrogate model from virtual to real world. 

B.   Preliminary Results 

1) Real-Data Prediction 
 

Raw real-world data from national RKI data base [9] was 
chosen to perform preliminary tests for predictive time-series 
modelling and simulation and to demonstrate the 
impossibility to predict future developments from past data. 
The data consists of weekly updated pandemic COVID19 
infection cases (positive tests), i.e., infection rates, 
partitioned horizontally in 5 year age ranges, and vertically 
in TUs. The accumulated absolute infection cases, i.e., the 
number of infected persons, cannot be measured accurately 
and is not used here (in contrast to simulation). 

The input sensor variables for the LSTM predictor is the 
infection rate (IR) grouped in four age ranges 〈IR(A00-A09), 
IR(A10-A19), IR(A20-A59), IR(A60-A99)〉. The output prediction 
variables (longitudinal extrapolation) are also the infection 
rates (IR), i.e., 〈IRΔ(A00-A09), IRΔ(A10-A19), IRΔ(A20-A59), 
IRΔ(A60-A99)〉. The LSTM predictor has a layer configuration 
of [4,8,4] with 8 fully connected LSTM cells [10], a sigmoid 
transfer function, trained by single-sequence learning. 
Results of a playback experiment for one TU (Bremen) used 
to train and predict the infection rate development (Δ=4 
weeks) is shown in Fig. 3. 

The entire data set was used for training and prediction 
(playback from start to end). A very high accuracy of 
prediction results were achieved (error below 10%).   
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Figure 3.  Playback of a domain-specific predictive system-level model 
derived from entire data series of longitudinal infection case rate 
development from real-world data (Top) Four week prediction (Δ=4w) for 
TU Bremen with respect to four population age ranges (Bottom) Model 
trained with TU Bremen data and applied to data from TU Koblenz [x: 
week, y: normalised infection case rate numbers, y0: reference data , y: 
predicted]  

 

 
Figure 4.  Future estimation of the same domain-specific predictive 
system-level modelling derived from the half of the data series (cut-off at 
week 40) of longitudinal infection case rate development from real-world 
data (Top) Four week prediction (Δ=4w) for TU Bremen with respect to 
four population age ranges [x: week, y: normalised infection case rate 
numbers, y0: reference data , y: predicted]  

But if a model trained for one domain is applied to data of 
another domain the prediction shows very high prediction 
errors and peaks, shown for the TU Koblenz. This result 
shows the requirement for domain-specific simulation and 
surrogate modelling, and that the surrogate prediction model 
learned some longitudinal data structure that is not related to 
any pandemic model and behaviour (black box pitfall)! But 
the aim of the predictive modelling of aggregate variables is 
future prediction. To illustrate the impossibility of long-term 
future prediction the experiment was repeated but with a 
training only using the first half data set, show in Fig. 4. The 
predictor function diverges quickly after the last trained 
point and tends to oscillate. 

2) Simulation and Prediction 
 

The simulation was performed with the probabilistic and 
contextual CA representing one artificial TU domain. The 
CA was spatially partitioned into 6 logical regions, shown in 
Fig. 5 (a): Home, outside, working area, shopping area, 
schools, and culture/sports. Agents that want to change the 
region always pass the centred outside region. Each region is 
defined by a mobility scaling factor. The agent movement is 
either randomised or directed. The simulation addresses day-
night cycles.  

All agents return to their root home position at night. 
Fractions of agents migrate to different regions at different 
time slots. In contrast to the real-world prediction, the 
normalised accumulated infection case number is the 
aggregated system state variable that is measured and 
predicted by the trained surrogate model. The sensor input 
variables is the infection count IC (full age distribution) with 
an auxiliary variable, the derivation: 〈IC, δIC/δt}. The output 
prediction variable is again ICΔ. The LSTM model has a 
layer configuration of [2,7,7,1] with two × 7 fully connected 
LSTM cell layers [10] (each cell with memoryToMemory, 
inputToOutput, and inputToDeep gates control), a 
sigmoid transfer function, and was trained periodically with 
multi-sequence learning.  

A high prediction accuracy for Δ=4 (arb. units) was 
achieved in playback mode (i.e., full-range training and 
replay prediction), as shown in Fig. 5 (b). But in contrast to 
the highly distorted and temporally biased real-word data 
predictions (with useless results), future prediction (of a 
second infection raise) can be predicted with high accuracy 
just by using past date only (cut-off point is here 30), as 
shown in Figure 5 (c). To conclude, the surrogate modelling 
of the CA/MAS system poses a high degree of generalisation 
(on the longitudinal scale), in contrast to the same model 
trained on real-world data. 

The seed of the simulation was a population of 600 
agents with a share of 5% infected agents. The cell 
placement is randomised. Some simulation runs (with same 
seed parameters) did not show a pandemic development. 
Without the (dependent) auxiliary variable, the prediction 
model could not be trained (no training convergence). 
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Figure 5.  (a) CA simulation world with logical regions (b) Playback of 
predictive modelling of longitudinal infection cases development; full-
range training (Δ=4 arb. units) from simulation data (c) Partial-range 
training and future prediction [x: time (arb. units), y: normalised infection 
case numbers, y0: reference data , y: predicted] Using the Template 

In the real-data prediction case, there were already four 
correlated input variables (age range variables). There is still 
no longitudinal updated simulation (with real world data) 
and surrogate model calibration. The time scale is artificial 
and arbitrary. 

IV. CONCLUSION 

The acquisition of real-world sensor data and the 
derivation of time-dependent system state observables can be 
a challenge. The measurement and the test sample 
distribution of real-world sensors are often distorted and 
biased, or sensor variables are nor accessible (on spatial 

and/or longitudinal scale). Pandemic situations are prominent 
examples. Simulations rely on accurate data for simulation 
world parametrisation and model calibration. Time-series 
prediction of system state variables is of high relevance for 
political and domestic decision making processes. We 
evaluated time-series prediction on real data from a RKI data 
base containing infection cases data rates of the COVID19 
pandemic (54 weeks) using a LSTM neural network. Firstly, 
we showed a high prediction accuracy on the longitudinal 
axis (4 week prediction) in playback mode, but very low 
accuracy on spatial scale, i.e., by applying a trained model to 
another spatial domain, and for future predictions. Secondly, 
we concluded that the trained model do not base on any 
reasonable pandemic model and that the original RKI data 
base contains highly distorted and biased data (especially on 
longitudinal scale). In the next step we introduced a multi-
domain hybrid and hierarchical agent-cellular automata 
simulation approach. The CA was partitioned into logical 
regions and agent mobility and interaction bases on a 
constrained lattice-gas model. The data collected from the 
simulation was again used for time-series prediction using a 
LSTM-ANN providing a surrogate model for the system 
state variable infection cases of the MAS-CA simulation. 
Again, a high accuracy for playback and forward predictions 
was achieved. But the simulation model cannot actually be 
applied to real-world data, and sensor calibration addressing 
longitudinal, measuring, and pandemic parameters have to be 
performed in future work to achieve a transfer to real-world 
data prediction. Finally, domain-specific variance must be 
improved and derived from real-world data. The surrogate 
modelling of the MAS-CA system poses a high degree of 
generalisation (on the longitudinal scale), in contrast to the 
same model trained on real-world data. 

 

REFERENCES 

 
[1] L. von Rueden, L., S. Mayer, R. Sifa, C. Bauckhage, J. Garcke1, 

“Combining Machine Learning and Simulation to a Hybrid Modelling 
Approach: Current and Future Directions”, IDA 2020, LNCS 12080, 
2020.  

[2] C. Angione, E. Silverman, E. Yaneske, “Using Machine Learning to 
Emulate Agent-Based Simulations”, arXiv preprint 
arXiv:2005.02077. 2020.  

[3] S. van der Hoog, “Surrogate Modelling in (and of) Agent-Based 
Models: A Prospectus”, Comput. Ecom., vol. 53, 2019.  

[4] F. Recknagel, “Applications of machine learning to ecological 
modelling,” Ecological Modelling, vol. 146, 2001.  

[5] V. C. Raykar et al., “Learning From Crowds,” Journal of Machine 
Learning Research, vol. 11, 2010.  

[6] S. Bosse, U. Engel, “Real-time Human-in-the-loop Simulation with 
Mobile Agents, Chat Bots, and Crowd Sensing for Smart Cities”, 
Sensors (MDPI), 2019, doi: 10.3390/s19204356  

[7] S. Saadatnejad, M. Oveisi, M. Hashemi, “LSTM-Based ECG 
Classification for Continuous Monitoring on Personal Wearable 
Devices”, IEEE Journal Of Biomedical and Health Informatics, 2019.  

[8] S. Ghosh, S. Bhattacharya, “Computational model on COVID-19 
Pandemic using Probabilistic Cellular Automata”, SN COMPUT. 
SCI. 2, 230, 2020  

84Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-898-3

SIMUL 2021 : The Thirteenth International Conference on Advances in System Simulation

                           93 / 111



[9] Robert-Koch Institute, Germany, “Infection case data base”, accessed 
on 19.3.2021, 
https://survstat.rki.de/Content/Query/Create.aspx  

[10] Neataptic, https://github.com/wagenaartje/neataptic, last 
accessed 1.7.2021  

 
 
 
 

 

85Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-898-3

SIMUL 2021 : The Thirteenth International Conference on Advances in System Simulation

                           94 / 111



Emergence of a Multiple-Sourcing Strategy in a
Buyer-Supplier Network: Effects of different

Quantity-Quality and Quantity-Price Trade-Offs
Kristian Strmenik, Christian Mitsch, Friederike Wall, Gernot Mödritscher

Department of Management Control and Strategic Management
University of Klagenfurt, Klagenfurt, Austria

Email: {first.last}@aau.at

Abstract—In this paper, a buyer-supplier network is consid-
ered, which consists of a buyer and several suppliers who differ
from each other in terms of quality and price. A buyer who
puts its focus solely on quality pursues a different strategy than
a price sensitive buyer, and, hence, allocates the procurement
volume of a product in a different way among the suppliers,
which in turn affects the supplier structure. Besides the buyer’s
strategic considerations, the suppliers also try to act strategically
to maintain their competitiveness. We apply an agent-based sim-
ulation to analyze how different procurement volumes and levels
of precision of the buyer’s quality measurement system affect the
supplier structure when (1) the suppliers’ qualities and prices are
modeled by generalized logistic functions and log-linear models,
respectively, (2) the buyer uses a proportional volume allocation
rule to allocate its procurement volume among the suppliers, and
(3) the buyer learns its own quality-price preference via temporal
difference learning. In order to express the buyer’s quality-price
preference, we apply an additive weighted sum model. The results
show that, for low (high) procurement volumes, the buyer learns
that sourcing from suppliers who pursue a high-quality (low-
cost) leadership strategy leads to a more profitable supplier
structure. But if the buyer’s precision of quality measurement
system decreases, these suppliers are not able to continue their
position in the market and, therefore, lose market shares to
suppliers who focus on a different competitive strategy.

Keywords—Multiple-sourcing strategy; Buyer-supplier network;
Volume allocation; Temporal difference learning.

I. INTRODUCTION

It is not uncommon for a firm to source goods and services
from two or more suppliers at the same time. The sourcing
strategy of a firm can be described by three essential criteria
[3]: (1) a criterion for establishing a supplier base, (2) a
criterion for selecting suppliers who receive an order from
the firm, and (3) a criterion for allocating the quantity of
goods among the suppliers. In this paper, we assume that a
firm (hereafter referred to as the buyer) pursues a multiple-
sourcing strategy, which is characterized by a proportional
volume allocation rule. This means that each supplier receives
at least a part of the total procurement volume. In addition,
we assume that the criterion for allocating the procurement
volume is only based on the supplier’s product quality and the
price that the supplier charges for the product. Moreover, the
procurement volume needs to be allocated in a trustful way, so
that the buyer’s expectations and preferences regarding quality

and price are met [2]. Within that, the preference whether
quality or price is more important depends on different factors
like, for example, the buyer’s industry, the buyer’s strategic
positioning and business model, and the importance of the
purchased product.

On the other hand, also the suppliers try to act strategically
and position themselves well in the market to earn high rates of
return, even if the industry structure is unfavourable. Following
[10], the basis for this in the long-term is a competitive advan-
tage of the supplier, which may either stem from differentiation
or low cost. Both strategies require a fundamentally particular
path, including the choice about the type of competitive
advantage and the scope of the strategic target in which
the supplier wants to achieve a competitive advantage. In a
multiple-sourcing strategy the employed suppliers may differ
from each other in terms of their objectives and competitive
strategy, and, hence, the quality and price they are able to offer
for a certain procurement volume.

The paper focuses on a possible quantity-quality trade-
off, which might exist between the supplier’s quality and the
requested quantity. This trade-off indicates the responsiveness
of quality to changes in volume and implies that with an
increased volume the supplier is not able to maintain its level
of quality, which will subsequently drop to a lower level. A
quantity-quality trade-off might stem from technological rea-
sons, for example, increasing the operating speed to produce
more pieces or using less-skilled workers to meet the higher
demand. Ultimately, this may result in a lower quality. Besides
this trade-off, we assume that depending on the allocated
procurement volume, suppliers may offer the buyer different
price reductions.

The main objective of this paper is to investigate how differ-
ent procurement volumes affect the buyer’s supplier structure
when (1) the suppliers are heterogeneous with respect to the
above-mentioned quantity-quality and quantity-price trade-
offs, (2) the buyer pursues a multiple-sourcing strategy, and
(3) the buyer learns its own quality-price preference based on
its supplier environment.

In certain situations, the observed quality of a product may
not match the agreed quality because, for example, it might
result from an imperfect buyer quality perception. Therefore,
we extend our research question to how the model reacts
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when imperfect quality is imperfectly measured by the buyer’s
quality measurement system.

To answer our research questions, an agent-based simulation
is set up, which captures a buyer and three heterogeneous
(in terms of quality and price) suppliers. In particular, we
describe the suppliers’ qualities and prices by generalized
logistic functions and log-linear models, respectively. To ex-
press the buyer’s preference regarding quality and price, we
apply an additive weighted sum model and, in order to model
the buyer’s multiple-sourcing strategy, a proportional volume
allocation rule is used. Last but not least, we model the buyer’s
learning process via temporal difference learning.

The remainder of our paper is organized as follows. In
Section 2, we review the literature regarding to sourcing
strategies and volume allocations. In Section 3, we introduce
our agent-based model, explain the model specifications, and
introduce the buyer’s learning method for learning its quality-
price preference. The parameter settings for our simulation
experiments are explained in Section 4. In Section 5, we
present and discuss our results. Section 6 contains concluding
remarks and suggests possible directions for future research.

II. RELATED RESEARCH

Several studies have been conducted on the topic of volume
allocation discussing the benefits of certain sourcing strategies
and suggesting using different criteria in case of a multiple-
sourcing strategy. [12] presents a model to optimize the
allocation of volumes among suppliers by considering different
cost factors. The authors conclude that, if the reliability of
the suppliers is low, the buyer should consider a multiple-
sourcing strategy. [3] proposes a supplier selection and volume
allocation model where minimum order quantities and supplier
capacities are considered. The authors find out that, if suppliers
are incapacitated, the preferred strategy of the buyer is to
source the product from multiple suppliers. However, the
largest part of the required volume should be allocated to the
least cost supplier and only marginal quantities to all other
suppliers. [8] introduces a model of quality selection in an
imperfectly competitive market considering quantity-quality
trade-offs with constant values and studies its implications.In
his findings, the author shows that the stronger the relationship
between these two factors is, the more sales are shifted from
the high to the low quality supplier [8]. [13] set up an agent-
based simulation and take the assumption of [8] work to
extend the literature on volume allocation, taking into account
the impact of a non-linear trade-off between quantity and
quality on the buyer’s supplier structure. With their simulation
experiment, they find out that, in cases where the buyer has
to allocate large procurement volumes, a proportional volume
allocation mechanism that only considers the suppliers’ qual-
ities leads to stronger oscillations of the supplier volumes. To
mitigate this phenomenon, the buyer should form its expecta-
tions not only based on short-term perception, but on a more
sophisticated method by allowing adaptive expectations. In
addition, the authors are also considering additional indicators

such as prices in order to stabilize the behaviour of the buyer’s
volume allocation.

III. THE MODEL

A. Overview

We consider a buyer-supplier network, which is character-
ized by a buyer who is ordering the same procurement volume
of a certain product in every time period and different suppliers
who are offering the demanded product. Each supplier is char-
acterized by a non-linear quantity-quality and quantity-price
trade-off. Table I gives an overview of the before-mentioned
trade-off relationships of suppliers, which we investigate in
our model.

TABLE I
TRADE-OFF RELATIONSHIPS OF DIFFERENT SUPPLIER TYPES.

competitive quantity-quality quantity-price
strategy trade-off trade-off

quality leadership high low
’stuck in the middle’ medium medium

cost leadership low high

Moreover, we take into account the possibility that the
buyer puts more emphasis either on quality or on price, or
to consider both as equally important while allocating the
procurement volume among the suppliers. To get a relation
between quantity and quality, we apply a generalized logistic
function, which has an S-shaped form. This function type
corresponds to our before-mentioned assumption that with an
increase of the quantity, the supplier is not able to maintain
its level of quality, which will subsequently drop to a lower
quality level. S-shaped functions are very flexible and have
essential properties so that they are often used, e.g., in neutral
network learning methods as an activation function [9] or in
biological growth models for animal sciences and forestry [6].
In our paper, we model the correlation between quantity and
price with a log-linear model. A log-linear model can be used
to describe, for example, the cost reduction in manufacturing,
specifically, in areas with repetitive procedures such as produc-
tion plants (e.g., [1]). Further we incorporate price reductions
depending on the allocated procurement volume.

Finally, to express the buyer’s preference regarding quality
and price, we apply an additive weighted sum model, which
is commonly used in multi-attribute decision making [4][15].
This type of model easily allows the buyer to put more weight
either on quality or on price, or to consider both as equally
important. The weight parameter in the additive weighted
sum model is determined via temporal difference learning,
a progressive learning process that comes from the area of
reinforcement learning. With this type of learning, the buyer
tries a variety of actions to find out, which of them seem to
be the best. The big challenge of this learning approach is that
the buyer has to exploit what it has already learned in order
to receive high rewards, but it also has to explore in order to
find better actions that may earn higher rewards in the future.
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B. Model specifications

We suppose that the buyer initially, without placing an order,
requests each supplier to submit an offer stating the quality
and the price for the requested quantity. After receiving this
initial information, the buyer allocates the procurement volume
according to its quality-price preference among the suppliers.
Following the delivery of the supplier volumes, the buyer
imperfectly observes the quality of the suppliers and captures
the price. In order to update the supplier volumes for the next
order period, the buyer weights the observed quality and the
captured price according to its quality-price preference. The
sequence of events is sketched in Figure 1.

Figure 1. Sequence of events.

Buyer’s procurement volume
We consider a buyer (abbreviated to B in formulas) who

plans to allocate a constant procurement volume X ∈ R+

of a certain product among multiple suppliers in each period
t ∈ {1, ..., T} ⊂ N of the entire observation time T . The buyer
selects m ∈ N suppliers (abbreviated to S in formulas) for
the delivery of the product, whereby the sum of the individual
supplier volumes xSi,t ∈ R+ of m suppliers defines the buyer’s
procurement volume

X =

m∑
i=1

xSi,t . (1)

Supplier quality
Each supplier is characterized by a quality function, which

is described by a generalized logistic function, sometimes
called Richards [11] curve. This S-shaped curve characteristic
matches with our assumption that an increase in volume leads
to a loss of quality and vice versa. Hence, each supplier’s
quality function is determined by

qSi,t(x
S
i,t) = Hi −

Hi −Gi
1 + Ci · e−ki·x

S
i,t

(2)

where qSi,t ∈ (0, 1) denotes the quality of the i’th supplier
at time t. The quality parameters (Hi, Gi, Ci, ki) ∈ R4

are set exogenously for each supplier at the very beginning
of a simulation run. The parameter Gi (Hi) refers to the
lower (upper) asymptote of the quality curve, while Ci is
related to the quality in point xSi,t = 0, and ki represents
the logistic growth rate (or, in a negative sense, the logistic

shrinkage factor). The quality parameters Hi, Gi, Ci, and ki
are purposefully designed so that the suppliers represent our
’typology’ of suppliers. For the sake of simplicity, we suppose
that all four parameters do not change over time.

Supplier price
We consider that each supplier sets a price pSi,t ∈ R+

for the quantity xSi,t allocated by the buyer. Based on the
aforementioned quantity-price trade-off, a monotonically de-
creasing price function is considered. Since we assume that
doubling the quantity leads to a price reduction of a certain
value, we use Wright’s [16] log-linear model to describe the
supplier price

pSi,t(xi,t) = pM · (xSi,t + 1)
log(1−Li)

log(2) . (3)

While pM ∈ R+ corresponds to the market price of one unit,
Li ∈ (0, 1) denotes the supplier’s relative price reduction. In
regard to the experience curve effect, L reflects the proportion
reduction in the unit cost with each doubling in the cumulative
procurement volume (see, e.g., [1]). This means that with a
doubling of the supplier volume, the supplier price deceases
by Li ·100%. Similar to the quality parameters, we also set the
price parameters (pM , Li) exogenously at the very beginning
of a simulation run.

Buyer’s quality measurement
After the ordered supplier volumes are delivered, the buyer

imperfectly observes the quality qBi,t ∈ (0, 1) of the suppliers
according to

qBi,t = qSi,t +Qi,t with Qi,t
i.i.d.∼ N(0, σ2) . (4)

We assume that there is a discrepancy between the actual
quality qSi,t and the observed quality qBi,t , since the observed
quality is noise-afflicted captured in a normally distributed
random variable Qi,t with mean 0 and standard deviation
σ ∈ R+, which reflects the buyer’s precision of quality
measurement.

Buyer’s quality-price preference
To express the buyer’s preference regarding quality and

price, we use the following additive weighted sum model

wi,t = αt · qBi,t + (1− αt) ·
pM − pSi,t
pM

(5)

where the individual weight of the i’th supplier is denoted by
wi,t ∈ (0, 1). The term (pM − pSi,t)/pM can be interpreted as
a relative price saving on the part of the buyer. αt ∈ [0, 1]
and (1 − αt) indicate the buyer’s quality weight and buyer’s
price weight, respectively. Note, in our agent-based model, the
parameter αt is learned by the buyer using temporal difference
learning (see Section III-C). A high (low) αt indicates that
the buyer puts more emphasis on quality (price) rather than
on price (quality). Ultimately, a high individual weight wi,t
implies that the buyer is generally content with the quality
and price of the supplier.
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Volume allocation
The procurement volume is allocated proportionately to all

m suppliers depending on their individual weights. Thus, the
buyer’s volume allocation rule is given by

xSi,t+1 =
wi,t∑m
i=1 wi,t

X . (6)

Since the buyer might pursue different objectives regarding
quality and price, a bigger share of the total procurement
volume may be allocated to suppliers with a high individual
weight.

Offer submission
At the beginning of a simulation run (hereafter abbreviated

to t1), we assume that the buyer splits the procurement volume
in equal shares among the suppliers.

xSi,t1 =
X

m
(7)

The suppliers are requested to submit an offer, stating quality
qSi,t1 and price pSi,t1 for the requested supplier volume xSi,t1 .
After the initial submission, the buyer orders its first delivery
in consideration of (5) and (6). Whenever the supplier volumes
are delivered (apart from t1), the buyer observes the quality of
each supplier according to (4). After the observe quality and
the captured price have been determined, the buyer allocates
the next procurement volume in accordance with (5) and (6).
This procedure continues until t > T .

C. Learning method

In our agent-based model, the buyer has to specify the
quality weight αt in the additive weighted sum model (5). For
this purpose, we use a temporal difference learning approach,
which was invented by Sutton [14] because we suppose that
the buyer does not have enough resources and, especially,
no prior knowledge of its suppliers’ structure to provide an
adequate model of its multiple-sourcing environment.

Action-value function
The simplest temporal difference learning approach is given

by the following update rule

Vt+1[αt] = (1− βt) ∗ Vt[αt] + βt ∗ (πt + γ ∗ Vt[αt+1]) (8)

where Vt[αt] ∈ R denotes the action-value function of action
αt ∈ A ⊂ [0, 1] with reward πt ∈ R, learning rate βt ∈ [0, 1],
and discount factor γ ∈ [0, 1). In the TD(0) method, the action
αt is a value from the discrete action space A that corresponds
to all possible buyer’s quality-price preferences and, besides
that, the values of the action-value function are stored in a
lookup table (labelled with square brackets) initialized to be
zero for all actions, i.e., there is no information about the
buyer’s preference for quality and price when the simulation
is started. Further, the action-value function can also be read
as a long-term memory vector of length |A| accumulating the
discounted rewards over the time of a simulation run and,
in the TD(0) algorithm, only one value of the action-value

function is updated in each time step, while all other V-values
remain unchanged.

Buyer’s profit
The reward in the update rule (8) corresponds to the buyer’s

profit

πt =

m∑
i=1

xSi,t ·min(qBi,t, qSi,t) · pR − xSi,t · pSi,t (9)

with retail price pR ∈ R+. The buyer’s profit, which is revenue
minus costs depends only on how much the buyer produces
in its firm because quality and price are functions of the
delivered quantity xSi,t. For the sake of simplicity, we suppose
that products of poor quality are sorted out.

Learning rate and learning time
A very key part in temporal difference learning is the speed

of learning things. At the beginning of a simulation run, the
learning rate βt should be so high that any initial random
fluctuations have only a minor impact and, on the other hand,
βt should decrease with time to assure that the buyer finds
a local optimum of its action-value function [14]. Therefore,
we use a variable learning rate βt that decreases over time.
The time or, more precisely, the number of time steps during
which the buyer learns the parameter αt is called the learning
time TL ≤ T .

Action-selection policy
After the buyer has calculated the action-value function

Vt[.], the buyer tries to select an action αt+1 from its action
space A in order to maximize the sum of its discounted
rewards, which are received over time. Thus, the buyer is
confronted with the trade-off between choosing the current
action and choosing a varied action with the prospect of a
higher reward in the future. An easy and common action-
selection policy is the so-called ε-greedy policy, which means
that with probability (1− εt) the action with the highest Vt[.]
is chosen, while with probability εt ∈ [0, 1] a random action
is selected [14].

αt+1 =

argmaxα∈A
Vt[α] with probability (1− εt)

∼ Unif(A) with probability εt
(10)

Furthermore, in our model, εt is a decreasing function of
the time with the two properties that, at the beginning of a
simulation run, εt1 is one which indicates that the action-
selection is total random (pure exploration) and, in the end,
εTL

is zero (pure exploitation) and, thus with probability one,
the final learned action αTL

leads to the highest value of the
action-value function learned during the simulation run.

Number of time steps after learning
After the buyer has learned which quality-price preference

is a good choice, the buyer’s supplier structure is analyzed.
For this purpose, more time steps are simulated in which
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the parameter αt is unchanged. In the case, the buyer’s
quality measurement system works perfectly, i.e., σ = 0,
the buyer’s supplier structure stabilizes within TS ∈ N time
steps after learning. Since we are also interested in how the
model reacts when imperfectly quality is imperfectly measured
by the buyer’s quality measurement system, i.e., σ > 0,
further TE ∈ N time steps are required to evaluate the
stochastic simulation outcomes. This results in a total number
of TL + TS + TE time steps of which only the last TE time
steps are used to analyze the buyer’s supplier structure.

IV. PARAMETER SETTINGS

We conduct our simulation experiments in two steps: (1)
we start with the ’perfect scenario’ in which there is no
discrepancy between the actual quality and the observed
quality. (2) we investigate further scenarios, called ’imperfect
scenarios’, to find out how the buyer’s supplier structure
changes when imperfect quality is imperfectly measured by
the buyer’s quality measurement system.

TABLE II
PARAMETER SETTINGS.

Exogenous parameters Values/Types
Time steps to learn TL = 100

the parameter αt

Time steps to stabilize TS = 10
the allocation

Time steps to evaluate TE = 10
the outcome

Number of sim. runs N = 1000
Number of suppliers m = 3
Market price pM = 1
Retail price pR = 1

Supplier type Type 1 Type 2 Type 3
Supremum of qSi,t H1 = 1.0 H2 = 0.8 H3 = 0.6

Infimum of qSi,t G1 = 0.0 G2 = 0.0 G3 = 0.0

qSi,t(x
S
i,t = 0) (in %) C1 = 99 C2 = 79 C3 = 59

Logistic growth rate k1 = 0.23 k2 = 0.109 k3 = 0.068
Inflection point xIP1 = 20 xIP2 = 40 xIP3 = 60
Relative price reduction L1 = 0.05 L2 = 0.10 L3 = 0.15

Action space A = {0.0, 0.1, ..., 1.0}
Discount factor γ = 0
Procurement volume X ∈ {1, 2, ..., 100}
Buyer’s precision of σ ∈ {0, 0.01, 0.02, ..., 0.10}

quality measurement

Supplier types
In our paper, we focus on a small buyer-supplier network

and, therefore, we distinguish only between three different
supplier types (hereafter type 1, type 2, and type 3), which
represent fictitious companies pursuing different competitive
strategies. Supplier type 1 captures a company, which pursues
a high-quality leadership strategy and, thus, seeks to be unique
regarding the high level of quality of its product it offers to the
buyer and that the buyer rewards this with a premium price.
Supplier type 3, on the other hand, captures a company, which
pursues a low-cost leadership strategy where cost advantages
are essential to gain a high return and long-term success.

Supplier type 2 is considered to capture a company that failed
to achieve one of the above-mentioned generic strategies and
can be, to put it in the words of [10], labelled as ’stuck in
the middle’. Similar to supplier type 1, also supplier type
2’s quality deteriorates with a higher procurement volume and
falls below the quality of supplier type 3.

Supplier quality
Figure 2 depicts the quality functions of our three sup-

plier types (for the quality parameters see Table II). We
set the quality parameters as follows: The quality parameter
Hi corresponds to the quality that can be guaranteed with
small volumes, while Gi is associated with the worst quality
that can occur. In order to obtain the quality parameters Ci
and ki, we define the following two constraints: Parameter
Ci refers to the quality, if nothing is produced, i.e., Ci =
−(qSi (0) − Gi)/(q

S
i (0) − Hi). For simplicity, we assume

qSi (0) = Hi − 0.01. Parameter ki can be obtained by solving
d2

dx2
i
qSi (xi) = 0 or easier through qSi (x

IP
i ) = (Hi − Gi)/2,

which reflects the inflection point xIPi of the quality function,
i.e., up to this point, the quantity-quality trade-off (which is
nothing more than the first derivative of the quality function,
i.e., d

dxi
qSi (xi)) increases and, concurrently, the quality drops

to half of its value. Both equations lead to the same solution,
namely ki = ln(Ci)/x

IP
i .

Figure 2. Suppliers’ quality and price functions in our scenarios.

Incidentally, in the inflection point xIPi , the quantity-quality
trade-off (hereafter abbreviated to τ IPi ) finds its maximum
because the first derivative is bell shaped with a peak at
xIPi . For the sake of simplicity, we set the inflection points
xIP1 = 20, xIP2 = 40, and xIP3 = 60 or rather their quantity-
quality trade-offs τ IP1 = −0.0575, τ IP2 = −0.0218, and
τ IP3 = −0.0102 for our scenarios (see Table II).

Supplier price
The suppliers do not only distinguish from each other in

terms of the quality, but also in terms of the price they
charge. In regard to the supplier price considered in our model,
Figure 2 depicts the price functions for our three supplier
types. As mentioned before, a supplier price curve results, for
instance, from a combination of various effects of learning,
volume, and specialization. Therefore, we set the suppliers’
price parameters in such a way that supplier type 2 can
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offer the buyer a relative price reduction that is twice as
high as that of type 1, while supplier type 3 can provide a
relative price reduction that corresponds to the sum of supplier
type 1 and 2. This way of proceeding is also applied to the
quality functions where the inflection points of the quality
functions are determined. Note that our price (quality) function
has a non-linear quantity-price (-quality) trade-off and, hence,
cannot be expressed by a constant exogenous parameter. For
the sake of simplicity, we suppose that the price of supplier
type 1/2/3 decreases by 5%/10%/15% each time the volume
is doubled.

Action space
Next, we discuss the choice of the discrete action space A. If

the number of possible quality-price preferences is small, the
buyer’s supplier structure cannot be investigated thoroughly,
and, on the other hand, if the size of the action space is chosen
too large then learning is slowed. Since we guess that the buyer
can only differentiate between a limited number of quality-
price preferences, we vary the parameter αt ∈ A between
0 and 1 in steps of 0.1. Consequently, the buyer has eleven
possible quality-price preferences.

Action-selection policy
For the action-selection policy in our model, we apply a

monotonically decreasing ε-greedy policy (see Figure 3). To
do this, we decide for a quadratic function (εt = at2+ bt+ c).

εt = −
97

970200
· t2 − 1

323400
· t+ 9703

9702
(11)

To determine a, b, and c, we use the boundary conditions
εt=1 = 1, εt=TL

= 0, and εt=TL/2 = 0.75, where the learning
time TL is set to 100. In order to achieve a higher level
of exploration at the beginning than at the end, we set the
third boundary condition to 0.75, which results in a degree of
exploration of about 66% during a simulation run. Note that
the area under the εt curve represents the degree of exploration.

Learning rate
With respect to the aforementioned learning rate properties,

we use a linear function (βt = a+ bt).

βt =
111

110
− 1

110
· t (12)

To solve a and b, we apply the boundary conditions βt=1 = 1
and βt=TL

= 0.1, where the learning rate at the end of the
learning time is fixed to 0.1 and this value is small enough so
that, in all scenarios, the action-value function converges to a
local optimum.

Discount factor
Another exogenous learning parameter in temporal differ-

ence learning is the discounting factor γ. Since we limit our
research to a manageable number of scenarios, we set γ to
zero, which means, that the buyer does not take future rewards
into account.

Figure 3. The left-hand-side graph shows the εt-greedy policy and the right-
hand-side graph depicts the learning rate βt.

Number of time steps and number of simulation runs
In our simulation experiment, the number of time steps to

learn the parameter αt in one simulation run is determined,
on the one hand, based on the size of the action space A and,
on the other hand, based on the degree of exploration. Our
pre-generated simulations suggest a learning time of 100 to
guarantee that the action-value function converges to a local
optimum.

After the complexity of learning the parameter αt has been
determined by the cardinality of the action space and the
degree of exploration, further TS time steps are run through
until the buyer’s volume allocation converges. According to
our pre-generated simulations, 10 time steps are enough to
stabilize the behavior of the buyer’s volume allocation in each
scenario, hence TS = 10. After the buyer’s volume allocation
has stabilized, only the buyer’s quality measurement system
has an impact and, therefore, we simulate further 10 time steps
to take the stochastic fluctuations into account, hence TE = 10.
Note that, in all our examined scenarios, only the last TE time
steps are used to analyze the buyer’s supplier structure.

Finally, we perform 1000 simulation runs for each scenario
because, due to the coefficient of variance (ratio of standard
deviation to the mean), 1000 simulation runs are sufficient
to express the precision and repeatability of this simulation
experiment.

Procurement volume and buyer’s precision of quality
measurement system

Besides the fixed exogenous parameters, we vary the pro-
curement volume X and the buyer’s precision of quality
measurement system σ, which are also set exogenously at the
very beginning of a simulation run. In particular, we model the
procurement volume between 1 and 100 in steps of 1, because
up to about 100 the buyer’s profit in the scenarios is positive,
and, in addition, we study a number of different values of σ
ranging from 0 to 0.1 in steps of 0.01 in order to examine
the effects of the buyer’s suppler structure when the buyer’s
quality measurement system is not working perfect.

V. RESULTS AND DISCUSSION

In this section, we analyze the results of our agent-based
simulation in two main steps: (1) we present the results of our
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perfect scenarios in which the quality is perfect measured by
the buyer’s quality measurement system. (2) we analyze the
imperfect scenarios when there is a discrepancy between the
actual quality and the observed quality, i.e., the buyer’s quality
measurement system works imperfectly.

In each scenario, we start by analyzing the quality-price
preference parameter αt that the buyer learns during its
learning time. Then, we study the buyer’s supplier structure by
comparing the suppliers’ volumes xSi,t relative to each other,
because this allows for an easy interpretation and comparison,
and this is also the main objective of this paper.

A. Results of our perfect scenario with σ = 0

Buyer’s quality-price preference
We start by analyzing the buyer’s quality-price preference

αt in our perfect scenario. Figure 4 depicts the means and
standard deviations of αt from 1000 simulation runs, whereby
an extract for the means, standard deviations, and also the
95% percentiles of αt from X = 17 to 23 is given in Table
III. Interestingly, we identify a tipping point at around X = 20
where the buyer’s preference changes from quality to price. Up
to that tipping point, the buyer puts more emphasis on quality
rather than on price and, from which onwards, the buyer’s
quality-price preference αt gets lower, which means that the
buyer prefers a supplier who charge a low price. In the tipping
point, the quality-price preference is approximately 0.5, which
implies that the buyer attaches equal emphasis on quality and
price.

Figure 4. Means and standard deviations of the buyer’s learned quality-price
preferences αt in our perfect scenario with σ = 0 from X = 1 to 100.

TABLE III
MEANS, STANDARD DEVIATIONS, AND THE 95% PERCENTILES OF THE

BUYER’S QUALITY-PRICE PREFERENCES αt IN OUR PERFECT SCENARIO
WITH σ = 0 FROM X = 17 TO 23.

X Mean of αt Std. dev. of αt 95% percentile of αt

17 0.98 0.05 [0.9− 1.0]
18 0.97 0.05 [0.8− 1.0]
19 0.95 0.07 [0.8− 1.0]
20 0.52 0.06 [0.4− 0.6]
21 0.04 0.09 [0.0− 0.3]
22 0.02 0.05 [0.0− 0.2]
23 0.02 0.04 [0.0− 0.1]

In addition, it seems that the quality-price preference αt
slowly converges towards a value close to zero when the
procurement volume increases. This would also be plausible
because, if the procurement volume X becomes larger, the
qualities of all three suppliers drop to almost zero, while the
suppliers’ prices still differ from each other. In such a case,
the buyer prefers a supplier who charge a low price.

Buyer’s supplier structure
In the next step, we analyze the buyer’s supplier structure.

For this purpose, we compare the suppliers’ volumes xSi,t
relative to each other. Figure 5 reports the means of xSi,t. In the
tipping point X = 20, every supplier type gets approximately a
third of the procurement volume (specifically, xS1,t = 35.58%,
xS2,t = 33.82%, and xS3,t = 30.60%). This volume allocation
appears plausible as far as the buyer attaches equal emphasis
on quality and price. To the left of the tipping point, i.e.,
X < 20, supplier type 1 receives about 42% and supplier type
3 about 25% of the procurement volume and, for X > 20,
the buyer’s supplier structure turns over so that the relative
supplier volume of supplier type 1 (type 3) slowly converges
towards 16% (49%) when the procurement volume increases
(cf. Figure 5). Only supplier type 2 always receives about 34%
of the procurement volume.

Figure 5. Means of the relative suppliers’ volumes xSi,t in our perfect scenario
with σ = 0 from X = 1 to 100.

Simulation results over time
Conclusively, we investigate the quality-price preference

and the supplier structure of the buyer for changes over
time. In the first step, we look at the buyer’s quality-price
preference αt. Figure 6 represents the buyer’s learned quality-
price preferences αt over time. For procurement volumes
lower than the tipping point, αt slowly grows towards one,
while for X > 20, αt slowly approaches zero. Note that
the buyer’s quality-price preference remains unchanged after
learning.

In the next step, we look at the buyer’s supplier structure
and, especially, how does the buyer’s supplier structure shape
the way an equilibrium-state is reached over time. For this
purpose, we depict the means of the relative suppliers’ volumes
xSi,t. Figure 7 shows how an equilibrium-state is achieved
when the procurement volume is given by X = 10, X = 20
(the tipping point), and X = 30. For lower procurement
volumes (X < 20), the buyer needs approximately 1/3 of
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Figure 6. Means of the buyer’s learned quality-price preferences αt in our
perfect scenario with σ = 0 from X = 1 to 100 and t = 1 to 120.

the learning time to separate the supplier types 1 and 3, while
for larger procurement volumes (X > 20), the separation of
suppliers proceeds much faster. In the tipping point, there is
only a small separation, which means that all suppliers receive
approximately the same proportion of the buyer’s procurement
volume.

Figure 7. Means of the relative suppliers’ volumes xSi,t for selected procure-
ment volumes with σ = 0 from t = 1 to 120. Means are represented by
thick lines, while the 95% percentiles are displayed by thin lines.

B. Results of our imperfect scenarios with σ > 0

For the so far presented results, a perfect level of precision
of the buyer’s quality measurement was considered. In this
section, we investigate scenarios in which the precision of the
buyer’s quality measurement is affected by noise and, hence,
the quality is imperfectly measured.

Buyer’s quality-price preference
Once again, we start with the buyer’s quality-price prefer-

ence. Figure 8 depicts the curve progressions of αt from σ = 0
(minor differences on average between the actual quality and
the observed quality) to σ = 0.1 (major differences).

Figure 8. Means of the buyer’s learned quality-price preferences αt, whereby
σ varies between 0 (light green) to 0.1 (dark green) from X = 1 to 100.

Buyer’s supplier structure
Next, we plot the means of the relative suppliers’ volumes

xSi,t from σ = 0 to σ = 0.1 (see Figure 9). Based on the
curve progressions in Figure 9, the buyer’s supplier structure
becomes more stable because the value difference around the
tipping point becomes smaller. In the case of σ = 0.1, the
buyer’s supplier structure is smooth enough so that there is no
longer a jumping behavior around X = 20.

In comparison to the perfect scenario (see Table IV), sup-
plier type 1 receives about 3.4% less (3.9% more) procurement
volume to the left (right) of the tipping point and, thus, supplier
type 1 loses (gains) market shares. Oppositely, supplier type
3 obtains about 3.4% more (3.8% less) procurement volume
to the left (right) of the tipping point and, hence, supplier
type 3 gains (loses) a greater share of the market than
the other two suppliers. Note that, again, supplier type 2
receives around 34% of the total procurement volume and,
on average, supplier type 2 is able to continue its position in
the market. Summarized, if the buyer’s precision of quality

TABLE IV
MEANS OF THE RELATIVE SUPPLIERS’ VOLUMES xSi,t TO THE LEFT AND

RIGHT OF THE TIPPING POINT X = 20 WITH σ = 0 AND σ = 0.1.

X < 20 X > 20
σ = 0 σ = 0.1 Diff. σ = 0 σ = 0.1 Diff.

xS1,t 41.3% 37.9% −3.4% 14.8% 18.7% 3.9%

xS2,t 33.5% 33.5% 0.0% 34.4% 34.3% −0.1%
xS3,t 25.2% 28.6% 3.4% 50.8% 47.0% −3.8%
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Figure 9. Means of the relative suppliers’ volumes xSi,t with σ = 0 to 0.1
from X = 1 to 100.

measurement system decreases, supplier type 1 benefits from
large procurement volumes, whereas supplier type 3 profits
from small procurement volumes.

VI. CONCLUSIONS

In our paper, we analyze the effects of different procurement
volumes and levels of precision of the buyer’s quality measure-
ment system on the buyer’s supplier structure in a multiple-
sourcing environment using an agent-based simulation.

The results of our simulation experiment show that, in case
the buyer has to learn its own quality-price preference via
temporal difference learning, the buyer puts more emphasis
on quality than on price when a small procurement volume
is allocated among the existing suppliers. On the other hand,
the higher the procurement volume allocated to the suppliers,
the more important the price that is offered to the buyer. In
such a case, the buyer is considered to pursue a cost leadership
strategy searching for sources of cost advantage including, for
instance, economies of scale, proprietary technology, prefer-
ential access to raw materials, and other factors.

Interestingly, we identify a tipping point at which the
buyer’s preference behaviour abruptly changes from quality to
price. Up to that tipping point, the buyer puts more emphasis
on quality rather than on price and, from which onwards, the
buyer prefers a supplier who charges a low price. In the tipping
point, the buyer attaches equal emphasis on quality and price.

Furthermore, we find that the poorer the precision of the
quality measurement system and the lower the total procure-
ment volume, the less the buyer orders from suppliers who
focus on a high-quality leadership strategy. As a consequence,
these suppliers lose part of their market shares to other

suppliers. Such noises in the buyer’s quality measurement
system are at the expense of these suppliers, however the
noise stabilizes the buyer’s supplier structure, so that there
is no longer a jumping behavior. Moreover, we find that the
buyer separates the different supplier types much faster when
the procurement volume is large and the quality measurement
system works perfectly.

Finally, there are some limitations in this research: (1) for
the sake of simplicity, we assume that the buyer only employs
a limited number of suppliers and, in particular, that the
suppliers’ parameters are constant over time, which may not
adequately represent the true market situation in a multiple-
sourcing environment. (2) the buyer only makes decisions
based on the suppliers’ quality and price in order to allocate
the procurement volume among the suppliers. (3) the suppliers
do not communicate between each other nor they have the
possibility to outsource part of their volumes to other suppliers.
We believe this model provides some useful insights into the
sourcing behaviour of a buyer who allocates different procure-
ment volumes to suppliers who pursue different competitive
strategies.
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Abstract—The use of Agent-Based Models (ABM) is a popular
approach to develop simulations in fields such as social sciences,
geography and natural sciences. However, due to the complexity
of the models, the sharing of models’ specification becomes an
arduous process, which makes it difficult to validate and replicate
this type of model. To assist in this process, experts from the
domain have developed the ODD (Overview, Design concepts,
Details) protocol to help systematize ABM descriptions. However,
because it is a protocol, the latitude allowed in the description of
the models and the format in which these descriptions are made
only address part of the problem. On the one hand, it may remain
difficult to understand the description, and on the other hand, the
access and processing of the ODD descriptions are still a manual
task. To solve the problem, a framework, based on an ontology,
was developed to allow traceability of ABM described with ODD.
Concepts from other metadata initiatives, such as Dublin Core
and Codemeta, were included to add important data to the ODD
protocol. An application was developed to facilitate the access to
the models, which allows the analysis of the data source of the
model and the extraction of the protocol components. An API
was also developed that gives access to ABM descriptions and
promotes the processing of ABM descriptions. The application is
ready for a series of tests to validate our approach, the usability
of the application and the utility of the framework.

Index Terms—ODD Protocol; ODD+D; ODD+2D; Linked
Data; Agent-Based modelling.

I. INTRODUCTION

For the last two decades, individuals are in the center
of research social and geographical systems research [1].
Networks and interactions of individual entities, called agents,
contribute for the emergence of the system’s behavior. Agent-
based models (ABM) have become an efficient technique to
simulate complex systems. The popularity of the field began
to increase, leading to an increasing number of applications
of ABM for Geographical Systems (see [2] or [3] for some
examples).

After two decades of development and the creation of an
enlarged user community, many challenges still need to be
addressed in developing and advancing ABM applicable to
geographical systems. Some of these challenges were first

presented a decade ago in a publication by [4] and were
recently revisited [5]. One of these challenges is Replication
and Experiment. Replication of agent-based models is difficult
to achieve due to multiple parameters, methods and contexts
that pertain to a certain situation [5].

Another challenge is related with the vocabulary used by
modellers and programmers to describe the concepts used
in their model. The lack of standardization may lead to
misunderstanding of the exchange of software metadata. [6]
suggested a minimum standard of model description for good
modelling practice, namely the provision of source code and
an accessible natural language description, and argue for the
development of a common standard.

However, as noted by [7], code is often only understandable
by other modellers and even this can be problematic if it is
badly written and poorly documented. It is only through such
activities that we can replicate and experiment with agent-
based models. Similar efforts with respect to reproducibility
of results are also being called on in the geocomputation.

The ODD protocol [8] (Overview, Design concepts, and
Details) was created to define a series of information that
should accompany the description of each ABM. However,
the first version of the protocol is limited by its ability to
describe only one version of the model and does not have a
direct relationship with the code for the model. These aspects
were improved with the new versions of the protocol, ODD+D
(ODD + Decision), with the latest version ODD + 2D (ODD
+ Decision + Data) having a considerably greater descriptive
capacity [9]. In this paper, we will refer to OOD protocol and
its different extensions by ODD*. Using ODD*, modellers
should fulfill a series of fields to describe models’ structure
and data, simulations components and agents’ rationale. Some
questions to answer are provided by the protocol’s authors in
order to help modellers inform ABM descriptions. Modellers
must organize this information into a document that will be
used by other experts of the field to understand and replicate
the model.

95Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-898-3

SIMUL 2021 : The Thirteenth International Conference on Advances in System Simulation

                         104 / 111



Despite the improvement brought by the odd* protocol, it
still remains challenging for modelers to compare two ABM or
to process quickly and safely an ABM description in order to
reuse it. Ones will still need to manually collect descriptions,
interpret them, compare them and adapt the code.

In section 2, we will see how researcher have been working
on ODD* to improve models specification. Section 3 will
describe our proposal and section 4 will present first results.

II. RELATED WORK

Different approaches have been followed to reduce the gap
between modellers and the community of users interested in
replicating, understanding and validating ABM. Early adopters
of the ODD protocol have advocated that the more infor-
mation about an ABM is given to the community, the more
transparent the model is. This approach has evolved towards
the development of repositories such as CoMSES [10], which
is a network with the common goal of improving the way
experts develop, share, and use computational modeling in
the social and ecological sciences. However, suggestions of
researchers [6] have headed towards a minimum standard of
model description, namely the provision of source code and
an accessible description. Yet, ABM specifications can be
found in repositories of models and scientific articles, these
specification only remain accessible by manual searches.

In [7], authors proposed an extension to the ODD protocol to
build, document, and compare AMB for Coupled human and
natural systems (CHANS). They included two new sections a
“Model Verification and Validation” section and a “CHANS
Characteristic Features” section. Authors also propose a tech-
nical development that facilitates CHANS- related agent-based
modeling, including the online pseudo-code and preliminary
library of reusable modules in Netlogo [11], a multi-agent
programmable modeling environment. Authors presented a
cross-site comparison in relation to CHANS models include
reinforcing the need for standardized modules for CHANS
ABMs. Yet, authors do not provide any suggestion on how to
store and provide automatic comparisons of cross-sites ABM.
Models stored in separate repositories are still hard to search
for and compare.

The latest addition to ODD* is ODD+2D with a greater
description of data used for the simulations. This new version
implied a reorganization of the protocol’s fields related to
data, which highlighted a crucial aspect of ODD* protocol:
the information to provide for the model description vary
according to the version of ODD* the author is using to
document his model. This point usually implies field removal
or adaptation, damaging the development of a pattern on MBA
documentation.

Despite efforts promoted to normalize ABMs’ description
Modelers still need better support for ABMs’ specification,
comparison and discovery. The development of a common
standard remains thus limited to natural language. On the other
hand, the analysis and comparison between models stored in
such repositories remains a task that can only be performed by
users. Different software repositories, software languages and

scientific domains denote this information in different ways,
which makes it difficult or impossible for tools to work across
these different sources without losing valuable information
along the way.

III. PROPOSAL

As stated before, the ODD* protocol is the most consistent
proposition to describe ABM. It organizes information of an
specific instance of an ABM in a document, according to a
specific ODD version. As a document, the ABM description
using ODDª should also be described with other metadata.
Data about authors, date and keywords are essential for the
management of models’ specifications. On the other hand,
computer code has been identified as a key element for the
ABM replication and validation, we thus advocate that meta-
data about code should also be included in ODD* descriptions.
We propose in these work to include these two components,
document and code metadata, into models specifications de-
scribed with ODD*. For the last decade different initiatives
have led to the development of metadata sets that can describe
both document and code. Dublin core [12] for documents
and the CodeMeta Project [13], for computer code, are two
initiative that are widely used to describe such data. For this
work, we will take advantage of both. A subset of Dublin
Core will be used to add data to identify and link ODD*
specifications to authors and scientific papers. On the other
hand, codeMeta metadata will allow to describe code versions
and dependencies to facilitate software replication and code
analysis.

To address some of the limitations and to enable better use
and greater adoption of the ODD* protocol, we developed a
framework to enhance the capacity of describing ABM prove-
nance and provide a more flexible analysis and comparison
of models. To prevent patterns on MBA documentation we
propose a model for the ODD* based on an ontology. This
will enable the analysis and reasoning on models components
in order to compare models instances. The framework allows
ABM users to better manage the version of the ODD* protocol
associated with each model. It also allow to describe models
authoring and computer code related to the implementation
of simulations. Through the platform, MBA descriptions are
stored as linked data that can easily be accessed and processed.
The extended description is supported by an ontology called
ODD* that can be extended according to new versions of
the protocol that may be proposed. Figure 1 presents the
architecture of the framework that will be detailed in Section
III-B.

A. Domain Model

To develop an ABM documentation model, it is important
to provide support for all concepts existing in ODD*. At the
present time there are four versions of protocols considered
between ODD and ODD+2D. The differences between each
versions consist in changes of fields’ name, relocation of fields,
and expansion of fields.

96Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-898-3

SIMUL 2021 : The Thirteenth International Conference on Advances in System Simulation

                         105 / 111



ABM Modeler

Developer

Web App

API

Authentication

RDF Lib

Files

uses

uses

uses Insert model

Serach model

View models

Fetch models

Fig. 1. Architecture of the framework

To provide a support for all the versions of ODD*, it was
necessary to map all the concepts and constructs between
versions. We used the descriptions of each versions presented
in [8], [9], [14], [15]. The mapping process resulted in a feature
model partially presented in Figure 2.

The feature model only describes concepts present in the
ODD* protocol. Considering that the description of an ABM
using the ODD protocol is a document, it is also relevant
to provide metadata to describe this resource and provide
provenance data. We chose to include a subset of the Dublin
Metadata Element Set to achieve that. We added the following
attributes from the Dublin Core schema for our domain model:
Title; Creator; Contributor; Date; Subject; Language; Source;
Rights; Publisher; Bibliographic Resource; and Identifier.

Another important concept included in the ODD* ontology
is the the information regarding computer code. We incor-
porated the following fields from the CodeMeta schema to
our model: URL; Maintainer; Version; Reference Publication;
Programming Language; File Format; File Size; License; and
Read Me.

The ontology which aggregates ODD* concepts, including
selected fields from Dublin Core and CodeMeta, is presented
in Figure 3.

It defines a structure of components that can be used and
combined to build a description of an ABM, according to a
certain version of the ODD protocol.

B. ODD* as linked data

Linked Data is structured data linked to other data in
order to create a larger set of data that can be used through
semantic queries. It uses Web standards such as URIs, HTTP
and RDF format to identify a resource object in the internet.
The possibility to structure ODD* components as linked data
offers the opportunity to define resources that can be accessed,
analyzed and manipulated by both human and machines. For
these reasons, we decided to represent and store ABMs as
Linked Data.

C. Framework

The framework is composed by a Web application that
can be used by users to insert, search and visualize ABMs.
A REST API manages the access to models repository that
are store in a SQL Database after being transformed to RDF
Format using the RDFLib Library. In the actual version of the
application, some of the models’ data are stored as files. This
is the case for tabular data and images. Other application can
also access models stored in the framework taking advantage
of the API included in the framework.

The Web application provides access for users without any
special requirement on the software use. This Web client
encapsulate a didactic approach to explain to users how the
model are organized and combined, according to ODD ver-
sions. It uses colors to explain the transition between protocol
versions and facilitate models creation and visualization. The
emphasis have been directed towards performance reading
ease, allowing different screen sizes and navigation using
keyboard keys.

To provide machine access, developers access the API,
allowing access to models components according to the onto-
logical model.

IV. FIRST RESULTS
After the implementation of all components, we chose to

test the usability of the Web application before any other aspect
of the platform. We want to ensure that users are able to create
and search for models using the Web application. The objective
of the test are to verify how easy it is to create a new model,
without errors, and store it using the Web application. We also
want to understand if users could search, read and analyze a
model stored in the platform. To evaluate the usability, a group
of students from Computer Science and Software Engineer
courses from bachelor and master degrees will be invited to use
the application and execute two different tasks. A first group
will be assigned the task to insert an ABM description and the
second group will be assigned the task to retrieve information
from a model already existing in the database. For the test,
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Fig. 2. Partial view of the feature model for ODD* protocol.
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Fig. 3. Main concepts of ODD* Ontology.

we will use the ODD description of an ABM about Urgent
Diffusion in Social Media, published by [16]. For both tests,
the objectives of the experience will be clearly explained and
some basic concepts about ABM will be introduced before
start.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we presented a project that aims at improving
the documentation of ABM using the ODD* protocol. We
introduced a framework, based on an ontology, to create
and store ABM specifications available as Linked Data. This
framework will contribute to enhance models provenance
and manipulation to perform more complex tasks on those
specifications. In addition, we presented a Web application
that enables the creation, storage and retrieval of ABMs. The
platform will be tasted to verify if the Web application can
be used efficiently to analyze and understand ABMs based
on their ODD descriptions. Future work will focus on testing
the Web Application with experts from the domain in order

to evaluate the utility of our approach. Tests will also be
performed on the API in order to evaluate its usability by
programmers.
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Abstract—Chronic Obstructive Pulmonary Disease (COPD)
has become a major and critical cause of death among the
elderly with a history of acute pulmonary exacerbation. The
aim of this research is twofold: on the one hand to create a
conceptual and computational model of the evolution of COPD
patients in treatment at the Emergency Department (ED) and,
on the other hand, to model the process of evaluation, diagnosis
and intervention, made by the ED nurses and doctors responsible
for the treatment of COPD patients. The base of simulation we
propose to use is the Probabilistic Finite-State Machines method,
which applies the training method for the evolution of COPD
patients. This method is in front of patient as an actions/treatment
applied by healthcare personnel. In addition, the Delphi method
applies expert method reasoning for the decision making process
carried out by healthcare staff, in order to decide the treatment
to be applied to the COPD patients.

Index Terms—Simulation Model, COPD Patient, Pathologies,
Emergency Department (ED), Emergency Medical Service (EMS)

I. INTRODUCTION

In recent decades, governments / academics have been
developing applied technology for treating disease progression
to control the prevalence of chronic diseases in order to im-
prove public health and increase life expectancy in developed
countries. COPD, with its inherent characteristics and gradual
lifelong development, reduces independence, culminating in a
high level of dependency on self-care activities in its later
stage. The patient’s low skill in controlling the disease to
preserve their autonomy often leads to exacerbation’s and
subsequent readmissions, which are more common in older age
groups. The world currently has a progressively ageing popu-
lation. The number of the aged between 40-100+ is 2.87B. In
Spain, the ageing process resulting from ever longer life spans
has been particularly rapid, to the extent that the number of
people aged over 65 has doubled in the space of less than 30

years [1].As populations age and live longer, chronic diseases
become increasingly prevalent. Elderly persons with complex
pathologies and conditions will require multiple sources of
care to meet their healthcare needs. They will need to depend
on healthcare decision systems that can adequately address and
reliably serve their multiple needs. In this case, Emergency
Decision Making (EDM) is an effective way to deal with any
emergency situation, insomuch as it plays an alleviating role
for the loss of attributes and lives caused by an emergency
event. Unexpectedly, those responsible for environmental areas
have many unplanned decisions and activities to carry out,
which has recently been under the attention of governments
and academics. When an environmental emergency occurs,
EDM plays a key role in mitigating the loss of life and
property facing two critical factors: lack of information and
time pressure. EDM has become a remarkable topic in recent
years. Normally people make decisions based on the potential
value of losses and gains. Normally loss and gain proper-
ties in emergency situation distinguishing by reference point
which the outcome is respect with attributes. In reference to
Kahneman and Tversky, psychological behaviors of decision
makers show risk-taking tendencies for profit and risk-taking
tendencies for losses, meaning that people are more sensitive
to losses that have equal profits [2]. To measure the amount of
profit and loss, the S-value function is presented in landscape
theory, as shown in Figure 1.

In addition, Kahneman and Tversky’s law demonstrated
value function where x demonstrated the gains with the shape
of x ≥ 0 and losses with the shape of x < 0 also α and β are
the key point of the gains and losses which are respectively
0 ≤ α, β ≤ 1 (Equation 1). λ is the risk parameter which
represents the a characteristic. In this equation, the values of
α, β and λ are equal to 1 [2].
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Fig. 1. S-shape diagram as value function according to Kahneman and
versky’s law.

υ(x) =

{
xa, x ≥ 0

−λ(−x)β , x < 0

}
(1)

In Spain, the elderly population is increasing rapidly. Si-
multaneously, the number of COPD patients will continue
to rise. So, a large number of COPD patients refers to the
medical wards. Reciprocally in EMS and ED, which are highly
responsible for managing, caring for treating COPD patients,
two major problems are being faced: the first is “resources”,
which are very limited in the field of therapy and the second is
the “cost function”, which requires more financial resources.
The outcome of those challenges impact on COPD patients’
needs as well as on the search for a higher quality of services
(QoS). From our point of view, we need to consider two
problems: the first is the need for correct time, witch limited in
ED and Decision Making capability of the healthcare staff in
charge of COPD patients. The second is the need for specific
training to acquire these skills. Here is the exact point of
problem dominating other services.

This research proposed research objectives in II, the regard-
ing the COPD patients, Exacerbation the COPD. Section III
presents the related work. Section IV introduces the decision
making support system which is the main part of this article,
in order to training nurses and student and help the healthcare
personnel to take immediate decisions in front of the patient
with high accuracy. The section V, deals with the simulation
scenario in the emergency department and nursing activity in
an emergency box (triage). Finally, in section VI, we present
our conclusion and future work.

II. RESEARCH OBJECTIVES

The objective of our research proposal is divided into the
two important problems described below: 1) The Conceptual
Model, which is concerned with the evolution of the COPD
patient in the ED, defining several variables which are most
relevant to our conceptual model, such as heart rate, blood
pressure, skin color (Cyanosis), etc. These variables make
up the condition of the COPD patient (cyanosis, accessory
muscle, heart rate, oxygen saturation, pulmonary auscultation,
x-ray, sputum, temperature, ECG and arterial blood gas).
2) The Computational Model, which is for the decision making
carried out by the healthcare staff in training. The target is
for training and/or improving the nurse/student’s knowledge

Simulator

Medical 
guidelines 

Senior 
medical staff

Doctor, nurses reasoning 
decision-making

Medical 
research

Actions - treatment

Decision Making 
explanation COPD Patient Sim

Patient Clinical 
State Information

Staff in training Actions - treatment

Decision Making 
explanation

COPD Patient Sim

Patient Clinical 
State Information

Patient Clinical 
State comparator

Action comparator

Fig. 2. Decision Making Support System.

in a critical situation, such as in an emergency box, real
patient analysis feedback from the simulator, improving the
medical knowledge of a junior student, nurse or doctor without
much experience in EMS in an ED [3]. For the development
of the simulator, the Iterative Spiral Development Model
(IDMS) will be followed [4]. Considering the importance for
advanced training for healthcare staff working in emergency
departments as well as the significance of COPD disease, we
propose the design and implementation of a complex system
where it would be possible to decide and virtually apply
the selected treatment for COPD patients in the ED. This is
carried out in two different ways: The first one interactive,
for the healthcare staff in training (Area A in Figure 2). The
second one involving an automatic decision- making process
(an expert and experienced healthcare staff simulator), based
on the cooperation of different sources of knowledge (Expert
doctors and nurses’ knowledge, scientific publications, medical
guides) (Area B in Figure 2).

III. RELATED WORK

Simulation can help us to quantify our model and what
we design; we can evaluate our system numerically and it
even enables us to reevaluate the system after we obtain
feedback from of it. As we work with a conceptual model
regarding the COPD patient, we have possibility of consid-
ering probabilities in all matters [5]. Clinical simulation is
a participant-centered learning technique or method offering
better curves than classical learning. Thus, the main limita-
tion for its generalized application is the high cost derived
from training in teaching methodology, infrastructure, and
the excess time by participants in each clinical activity. On
the other hand, computational simulation is a genre that
aids student self-evaluation, providing feedback in real-time
[3]. This method can carry out simulations at any time and
place without a teacher on site, thanks to the possibility of
sending messages throughout. The simulation will design for
specific COPD patients and our research defines the other
exacerbation pathologies which can cause and severity of the
COPD pathology as an extensible system. COPD can occur
as a result of two matters (Environmental and Genetical). The
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environmental factor include (defensive cell alternation, alter-
nation anti protease and alternation in the cell that repair the
lung). the environmental factor such as (smoking, air pollution
and Lung irritants) are a pre-existing diseases background. Our
intelligent system can be adopted to all these pathologies and
the condition of the healthcare artificial system requirements
and regarding the other pathologies as future research work.
Figure 3 below shows the connectivity and hierarchy of the
target research. The key point of the simulation can be the
patient’s evaluation, which captured and gathered by the nurse
at the level of entry in the ED such as Heart Rate: (59, 60-
99, 100), Breath Rate: (11, 12-19, 20) Oxygen Saturation:
(80, 81-89, 90-95, 95), Temperature: (36-37.4, 37.5-37.9,38).
This data departure to the simulator and user in front of the
simulation system can learn and used in cooperation with a
comprehensive data base, which regards the patient’s various
variables and can assist simulation to achieve better decision-
taking for the COPD patient’s treatment.

In short, a learning process which facilitates online training
for both students and professionals is a unique idea which is in-
tended to design a training simulator for students/professionals

which can further enhance the learning curve. It also takes
into account the fact that today we are living in a pandemic
where capacity limitations, mobility, etc. are moving academic
training towards a more digitized environment given that
clinical simulation is affected by the difficulty of carrying it
out.

IV. DECISION MAKING SUPPORT SYSTEM IN ED

The objective of the proposed” Decision-Making Support
System” is to simulate the technical behavior of the expe-
rienced (highly-trained) healthcare staff of the Emergency
Department (doctors/nurses), for the diagnosis and treatment
of COPD patients. Our “Decision-Making Support System” is
an Expert System (ES) designed with the abilities to reason
and think like experienced healthcare staff, using rules, in
the diagnosis and treatment of COPD patients. As an Expert
System, in our” Decision-Making Support System” we can
identify the following main components:

• Knowledge Base
• Inference Engine
• Explanation Facility
The Knowledge Base includes and integrates different

sources of knowledge, as well as experience of doctors and
nurses, COPD related scientific publications and COPD med-
ical guides.

V. PROPOSED METHOD AND SIMULATION

This section introduces a new simulation scenario based
on a proposed theory that can consider decision, triage area,
simulation area and treatment area. Pre-triage and Triage areas
are shown in Figure 4. Whenever the COPD patient arrives in
the Pre-triage area, the duty of Triage Nurse (TN) is to classify
the patient into one of five levels of the Emergency Severity
Index (ESI), depending on pathology exacerbation [5]. The TN
and Medical Doctor (MD) then fully reassess the treatment
for the patient. In the simulation area, the base information to
simulate will be the patient evaluation data taken on arrival at
the ED.

This simulation has two critical aspects in relation to the
training part and the expert part. Figure 5 shows the simulation
area and the treatment area in the ED.

Training Part: the Triage Nurse (TN) has to classify
the patient into one of five ESI levels, depending on the
pathology’s exacerbation [6]. In this section there can be ac-
tive/interactive COPD patient simulator. This activity is based
on the conceptual model formed by:

Input: patient condition / Actions – treatment.
Output: patient condition after Actions-treatment.
Operation: Evolution of the patient’s condition.
Expert Part: We propose using a Rule Based Approach

for modeling the patient’s condition analysis and the decision
process for the treatment to be applied, the reasoning for
the decision making process of the healthcare staff, for de-
ciding/elaborating the actions/treatment applied to the COPD
patients. The simulation is based on the “Delphi method” for
“integrating” the expert’s knowledge. Whenever the user has
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any doubt, they can use the data reference as a simulation loop.
The data can be transferred as a pull notification. The Input
variable of the simulation is the patient’s clinical condition
information and the output can be actions/ treatment, whose
operation is based on the “Data base knowledge”, processing
the “Input” to generate the “Output”.

VI. CONCLUSION AND FUTURE WORK

This research is based on the conceptual model (Qualitative)
and the computational model (Quantitative) which explores
the conditions for the implementation of simulating, based on
COPD intervention. As initial work, and to guarantee the sug-
gested model runs well, implementing a computational model
in the near future. In addition to this, we would implement the
conceptual model in order to generate a model as complex and
as realistic as possible, in a long term professional period, we
would use such a simulator to help and improve the quality
of the medical services, in order to enhance student/nurse
knowledge. This research could have an interesting potential in
gathering/connecting some pathologies relevant to COPD and
testing by healthcare professionals for stability, scalability and
reliability of the system.
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