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SECURWARE 2018

Forward

The Twelfth International Conference on Emerging Security Information, Systems and
Technologies (SECURWARE 2018), held between September 16, 2018 and September 20, 2018
in Venice, Italy, continued a series of events covering related topics on theory and practice on
security, cryptography, secure protocols, trust, privacy, confidentiality, vulnerability, intrusion
detection and other areas related to low enforcement, security data mining, malware models,
etc.

Security, defined for ensuring protected communication among terminals and user
applications across public and private networks, is the core for guaranteeing confidentiality,
privacy, and data protection. Security affects business and individuals, raises the business risk,
and requires a corporate and individual culture. In the open business space offered by Internet,
it is a need to improve defenses against hackers, disgruntled employees, and commercial rivals.
There is a required balance between the effort and resources spent on security versus security
achievements. Some vulnerability can be addressed using the rule of 80:20, meaning 80% of the
vulnerabilities can be addressed for 20% of the costs. Other technical aspects are related to the
communication speed versus complex and time consuming cryptography/security mechanisms
and protocols.

Digital Ecosystem is defined as an open decentralized information infrastructure where
different networked agents, such as enterprises (especially SMEs), intermediate actors, public
bodies and end users, cooperate and compete enabling the creation of new complex structures.
In digital ecosystems, the actors, their products and services can be seen as different organisms
and species that are able to evolve and adapt dynamically to changing market conditions.

Digital Ecosystems lie at the intersection between different disciplines and fields: industry,
business, social sciences, biology, and cutting edge ICT and its application driven research. They
are supported by several underlying technologies such as semantic web and ontology-based
knowledge sharing, self-organizing intelligent agents, peer-to-peer overlay networks, web
services-based information platforms, and recommender systems.

To enable safe digital ecosystem functioning, security and trust mechanisms become
essential components across all the technological layers. The aim is to bring together
multidisciplinary research that ranges from technical aspects to socio-economic models

We take here the opportunity to warmly thank all the members of the SECURWARE 2018
technical program committee, as well as all the reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors who dedicated their time and effort to contribute to SECURWARE 2018.
We truly believe that, thanks to all these efforts, the final conference program consisted of top
quality contributions.

We also gratefully thank the members of the SECURWARE 2018 organizing committee for
their help in handling the logistics and for their work that made this professional meeting a
success.
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We hope that SECURWARE 2018 was a successful international forum for the exchange of
ideas and results between academia and industry and to promote further progress in the field
of security information, systems and technology. We also hope that Venice, Italy provided a
pleasant environment during the conference and everyone saved some time to enjoy the
unique charm of the city.
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Analysing Trends and Success Factors of International Cybersecurity

Capacity-Building Initiatives

Faisal Hameed, Ioannis Agrafiotis, Carolin Weisser, Michael Goldsmith, Sadie Creese

Department of Computer Science
University of Oxford, UK

email:{firstname.lastname}@cs.ox.ac.uk

Abstract—The global community has been engaged extensively in
assessing and addressing gaps in cybersecurity commitments and
capabilities across nations and regions. As a result, a significant
number of Cybersecurity Capacity Building (CCB) initiatives
were launched to overcome cyber-risks and realise digital div-
idends. However, these efforts are facing various challenges such
as lack of strategy, and duplication. Although extensive research
has been carried out on CCB, no single study exists which focuses
on analysing CCB initiatives. This gap presents an opportunity
for investigating current trends in CCB efforts and identifying
the principles for successful CCB initiatives. In this paper, we
aim to bridge this gap by collecting and analysing 165 publicly
available initiatives. We classify the initiatives based on Oxford’s
widely accepted Cybersecurity Capacity Maturity Model (CMM)
and perform a descriptive statistical analysis. We further reflect
on these initiatives, drawing on well-established success factors
from the literature of capacity-building. Towards this end, we
also conduct qualitative analysis based on CMM reports for
two countries which have experienced socio-economic challenges,
Mexico and Brazil, to understand which factors are essential
in successful CCB initiatives. We conclude the paper with some
interesting results on regional trends, key players, and ingredients
of success factors.

Keywords–Cybersecurity; Capacity Building Initiatives; Capac-
ity Maturity Model.

I. INTRODUCTION

There has been an extensive engagement from the global
community in combating cyber-risks, for numerous reasons.
These efforts are in response to the increasing proliferation of
cyber-threats and cyber-harm [1]–[4]. Such activities are ad-
versely affecting the cyber-landscape that forms the foundation
of today’s interconnected societies. Thus, the desire to maintain
cyber-hygiene and to protect against the proliferation of cyber-
threats across nations is increasing rapidly [5]–[7]. Addition-
ally, these efforts to protect investments in digitalising nations
[8] [9] aim towards their economic and social development
[10] [11]. Traditionally, CCB is also perceived as a pursuit of
foreign-policy objectives such as advocating specific models
of Internet governance, i.e., open and liberal vs closed and
restrictive [5]. Moreover, foreign governments’ involvements
can promote their local companies to gain the competitive
advantage of being influencers and decision-makers of these
projects, which create opportunities and innovation [5]. Finally,
donors are interested in capacity-building in order to promote
and advance adoption of specific technical standards by recip-
ient nations [5].

As such, there is a substantial investment being made
by the international community aimed at helping nations to

develop their capacity in cybersecurity [12]. However, vari-
ous challenges emerged as nations and institutions rushed to
implement instruments to combat cyber-risks. Key challenges
includes duplication of initiatives [13], lack of strategy [8], and
the widening of the ‘cyber-capacity gap’ between favored and
neglected countries [12].

Thus, the research question to be addressed is What are the
lessons learnt from the current cybersecurity capacity-building
activities and what aspects of these initiatives are crucial to
their success? This paper has a twofold objective: firstly, to
analyse trends in regional and international capacity-building
in cybersecurity, the nature of the work and the partnerships
that exist to support it. That analysis of the initiatives will
be guided by the University of Oxford Global Cyber Security
Capacity Centre (GCSCC) CMM [14]. There are no efforts so
far in linking initiatives with benchmarking models, and thus
this effort from the GCSCC is presented. There is also no clear
consensus on which capacity measures or initiatives work well
[8]. Thus, the second objective is to provide the principles for
successful cybersecurity initiatives based on a rigorous analysis
of a small number of them reflected on Brazil and Mexico
within the Latin America and the Caribbean (LAC) region to
bring practical context. The LAC region was selected as it was
available in both the International Telecommunication Union
(ITU) Global Cybersecurity Index (GCI) and the CMM review
by the Organization of American States (OAS). Within that
region, Brazil and Mexico have been selected explicitly as both
experienced significant regression and progression changes in
cybersecurity maturity respectively, as identified by their GCI
scores between the GCI 2014 and 2017 reports.

We define the term initiative in a capacity-building context
to be any effort, activity, project, control, programme or in-
strument geared toward progressing capacity-building through
assessing, implementing, supporting or developing the aims
and objectives of that initiative. We adopt the definition of
Cybersecurity Capacity Building (CCB) as “A way to empower
individuals, communities and governments to achieve their
developmental goals by reducing digital security risks stem-
ming from access and use of Information and Communication
Technologies” [8]. This definition incorporates consideration
of the element of risk, which is an essential component of
CCB.

The paper adopts mixed qualitative and quantitative ap-
proaches. We identify successful and unsuccessful factors
of CCB initiatives, and we conduct a systematic review of
current CCB initiatives. We accumulate 165 CCB initiatives

1Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-661-3
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and collect data related to critical success factors. We map
these initiatives to the dimensions of Oxford’s CMM and
perform descriptive statistical analysis aiming at understanding
trends in initiatives and areas which are neglected by the in-
ternational community. We then engage in qualitative research
to understand which factors are key in successful initiatives.
To this end, we conduct a comparative analysis of CMM
assessment and cybersecurity capacity-building initiatives to
bring context and the overall understanding of trends in Brazil
and Mexico. Our overall results present current trends among
CCB initiatives, their distribution across regions, and key
success factors to CCB.

In what follows, Section II provides a review of the
literature underpinning the critical ingredients of unsuccessful
and successful CCB. Section III investigates the assessments
and indices relevant to the study and selects CMM and GCI
as the guiding benchmarking instruments. It also provides
preliminary insights into global trends in the field and analyses
trends in capacity-building initiatives. Section IV compares and
contrasts Brazil and Mexico cybersecurity capacity commit-
ments, CMM comparison, relevant initiatives and the effects
of externalities. Section V covers conclusion, limitations and
future work.

II. BACKGROUND AND RELATED WORK

To frame the research question, data collection and analy-
sis, we conducted a literature survey answering the following
questions: what are the known challenges in delivering effec-
tive CCB? What are the key ingredients of a successful CCB
programme?

A. Overview of challenges identified with current CCB efforts
(factors of unsuccessful initiatives)

One prominent challenge is that there is a lack of ex-
plicit linkage between developmental work in Information and
Communications Technology (ICT) and cybersecurity. This
lack of linkage is due to the lack of convincing empirically
based evidence to demonstrate that improving cybersecurity
in ICT projects would directly benefit development capacity
initiatives [15]. Additionally, the development community does
not perceive cybersecurity to be as mission-critical as terrorism
or the migration crisis are [12]. Conversely, many cyberse-
curity strategies lack development-linked goals and activities
[12]. Lack of such linkages discourages the community from
integrating cybersecurity as a core element of their ICT devel-
opment, and de-incentivises contributing efficiently to much-
needed initiatives. Despite these challenges, there are initial
steps in defining a CCB model that can be linked to the devel-
opment agenda. This model is still struggling to operationalise
a development-specific capacity-building approach that is both
value-based [16], context-specific and brought in as a broader
governance issue rather than tied to the technical silo [12].
There are other efforts that aim to bridge the gap by linking
between ICT development and cybersecurity. Dutton et al. [17]
examined various datasets related to national cybersecurity
capacity for over 120 countries, and identified a strong positive
correlation between increased ICT development, more mature
cybersecurity posture and safer online environments for end-
users [17]. The analysis is an initial step in the right direction
regarding grounded evidence-based empirical proof, while
admittedly lacking strong statistical proofs of their results [17].

Finally, the GCI 2017 report correlates ICT development and
cybersecurity as it compares the GCI index with the ITU
ICT for Development Index (IDI), without however providing
strong statistical proofs of their results [18]. There is a gen-
eral sense that improving cybersecurity would contribute to
improving ICT yet there are a few outliers in which a country
invests heavily in cybersecurity but does not invest in ICT, as in
the case of Rwanda. Conversely, countries might invest heavily
in ICT while neglecting cybersecurity. In summary, meaningful
direct correlation between ICT development and cybersecurity
would be a challenge, since multiple factors impact countries’
cybersecurity readiness and commitment, such as geopolitical
and socio-economical issues, as we highlight in the comparison
of Mexico and Brazil below.

Another challenge is the double paradox of CCB maturity
in which the development community requires rich empirical
and conceptual foundations while also perceives CCB to have
a mismatch with the core mission of the development com-
munity. However, when the development community decides
to get involved with CCB, they often lack security expertise
[12]. In contrast, the security experts in law enforcement and
cybersecurity lack methodological toolkits and know-how to
engage appropriately with the development community [12].

There is also the ’dual-use challenge’ of cybersecurity,
as cybersecurity capabilities and technologies can potentially
be used adversely to increase surveillance and social control
and to empower repressive governments as well as cyber-
warfare, espionage and cybercrime [8]. Hence, CCB can also
be considered a double-edged sword. As such, it is paramount
to take a risk-aware approach when providing CCB capabilities
to nations and regions [8]. Reflection on authoritarian regimes
which have dubious human-rights records highlights the risk
of abuse of capacity-building for repressive purposes. For that
reason, some international partners such as the Global Forum
on Cyber Expertise (GFCE) require their members to adhere
to UN charters and laws which respect human rights such as
freedom of expression and right to privacy [12].

Another critical challenge is discrimination between coun-
tries, a concept coined as ’cyber security gap’. Certain coun-
tries, known as ’darling countries’, receive more attention in
developmental benefits than marginalised or ’orphan’ coun-
tries. Such discrepancies are observed in CCB according
to the Official Development Assistance (ODA) distribution
[12]. Typically, countries which are ready to cooperate, which
explicitly express interest in joining efforts, which have an
established rule of law, and which possess like-minded policy
orientation are more likely to be considered for capacity-
building assistance [12].

A further challenge is the absence of any widely accepted
cybersecurity taxonomy, which results in a lack of mutual
understanding of cybersecurity terminology. This confusion
in the community is evident in the existence of more than
400 cyber and information-security related definitions within
the Global Cyber Definitions Database [19] [20]. There are
discrepancies in understanding the meaning of cybersecurity
and capacity-building from various policy communities which
result in fragmentation, leading to short-sighted and ad-hoc
initiatives which are unsustainable [12]. It is essential to have
a common level of understanding of the meaning of cyber-
security capacity-building, especially between crucial actors
supporting any initiative. Established and accepted definitions
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serve to maintain a consistent approach to analysing and com-
paring initiatives, as well as to benchmarking these initiatives
with assessments and indices.

Pawlak et al. [13] highlight specific factors shaping the
politics of CCB due to the increased involvement of the
international and regional communities: siloed mentality, the
fragmentation of the CCB community and the duplication of
work motivated by either institutional interests or potential
business opportunities. Another factor shaping the politics of
CCB is the persistence of mission-specific perspectives on
capacity building within a policy area. These factors have
resulted in adverse effects on donors, such as duplication
of work, and inefficiencies amongst beneficiaries, confusion
on objectives and conditions and motivations [13]. Another
specific CCB challenge is the lack of policy coordination
arising from lack of formal intergovernmental negotiations in
their approval process. CCB initiatives that are not based on
methods of assessment may cause harm as decisions by donors
about engagement are not based strictly on the calculation
of where the recipient country’s most significant needs are
or whether the intervention is appropriate to their level of
maturity. Placing CCB within developmental traditions of
increasing good governance, the rule of law and a human-
rights-based approach would be a way forward.

Incomparable or clashing ideologies is yet another specific
challenge that CCB encounters. This challenge is evident
from lack of involvement in cybersecurity capacity-building
from countries such as China and Russia due to their polit-
ical and policy approaches. The absence of these countries
demonstrates that it is not only the technical dimension that
raises challenges, but also the political and socio-economical
aspects of cybersecurity [12]. However, the formation of the
Shanghai Cooperation Organisation (SCO) is an example of
how countries within that region are perceiving CCB and
conforming to the rapid advancements of technology, while
retaining their views and understanding of CCB within that
region and internationally [21].

Pawlak et al. [12] summarise signs of unsuccessful de-
velopmental initiatives as lack of coordination, budgetary
constraints, overly ambitious targets, unrealistic timescales,
and political self-interest [12]. Additionally, Hohmann et al.
[8] summarise traits of unsuccessful CCB initiatives as lack
of integration between key CCB players, few lessons-learned
and best-practices available, a piecemeal approach to CCB by
donor countries, competing agencies on the same initiatives,
unclear mandates from donors, and lack of experts; also, a lack
of clear consensus on which capacity measures work well and
of adequate metrics to monitor and evaluate CCB projects are
two further traits of unsuccessful CCB [8]. Finally, Muller
highlights that there is often a lack of valid information due to
the security context, as countries are unwilling to share valid
information or follow up assessments to demonstrate progress
[22].

B. Key ingredients of successful CCB programmes
A majority of the successful ingredients come as a negation

of the challenges given in Section II.A above. An initiative
is deemed successful if it achieves its aims and objectives
and displays the characteristics summarised in the follow-
ing: donors are major CCB influencers and thus what they
deem successful is considered crucial. The UK Foreign and

Commonwealth Office (FCO) CCB Programme summarises its
requirements for supporting and funding any CCB program as
follows: “When projects are part of the country’s strategy; have
strong host-government support; take a holistic approach that
considers host government digital and cyber policies, national
strategies, regulation, private sector interests, civil society,
technical capability, development context and human rights;
take account of what other donors are doing or planning; have
co-funding from another country or organisation; and build on
previous capacity building projects or partnerships [23].”

A more generic viewpoint at the CCB ecosystem as ap-
posed to individual initiatives is proposed by Pawlak [12]:

• Cyber knowledge brokers at all levels of cross fil-
tration and breaking silos to increase education and
awareness.

• Principles-based CCB models and principle-based ap-
proach solutions.

• Closing the ’cyber capacity gap’ Darling vs orphaned
countries.

• Continuous mapping of CCB activities to identify
substantial overlaps or gaps.

• Regional champions who are mature and willing to
engage.

• Imminent needs to security translated into Computer
Security Incident Response Teams (CSIRTs), forensics
capabilities and strategies.

• Avoiding securitisation of development initiatives in
fears of adverse effects on civil liberties.

Although these proposed solutions are critical components of
successful CCB, they are intangible at an initiative level. It
is a challenge to quantify and analyse the initiatives gathered
against closing the ’cyber capacity gap’ or identifying cyber-
knowledge brokers at an individual initiative level, for exam-
ple.

As an alternative view to Pawlak, Hohmann et al. [8]
provides an initiative-specific viewpoint with five principles
for advancing CCB initiatives. These are:

• National and international coordination (in activities)
and cooperation (in measurements.) At national level
coordination translates into an explicit national CCB
approach with set strategy prioritisation, streamline
institutional setup and stakeholders (academic, civil
society, government, public and private) coordination.
At an international level, cooperation would be in the
form of sharing and leveraging the results of maturity
models and indices to guide CCB efforts. Coordina-
tion can be enabled by strengthening multilateral and
international coordination such as the efforts of the
GFCE.

• The second principle would be integration of cyber-
security and development expertise as they work to-
gether and out of silos. Establishing common language
and increased joint projects is also part of integration.

• Recipient countries need to take ownership and leader-
ship from setting their own strategies to providing and
backing capable institutions. The CCB programmes
must be tailored to the country’s specific requirements.

• Sustainability, in the sense of experts exchanging and
benefiting from traditional capacity-building activities

3Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-661-3

SECURWARE 2018 : The Twelfth International Conference on Emerging Security Information, Systems and Technologies

                           14 / 168



that support sustainable long-term success and contin-
uation of the projects with defined vision, goals and
strategy-level components included.

• Continued and mutual learning by evaluating and
learning how effective the initiatives are, and by de-
veloping clear capacity-measure frameworks for mea-
surements and assessments, with useful metrics; also
by encouraging openness over the results of assess-
ments and conducting regular (annual) re-assessments,
to follow up assessments in order to demonstrate
progress and determine best practices available.

Moving forward, the focus in our analysis will be on success
factors that are measurable at the initiative level. This will
help guide the descriptive statistical analysis of the initiatives
in Section IV to produce meaningful insights. As such, we are
adopting the Hohmann et al. [8] five principles for advancing
CCB, which incorporates the FCO mandates. We also adopt
adequate funding and sufficient duration as the sixth and
seventh success factors. These were taken from the budgetary-
constraints and unrealistic-timescales points highlighted by
Pawlak et al. [12] in the summarised signs of unsuccessful de-
velopmental initiatives and the FCO requirements [23] above.
The following are therefore the selected key success factors of
CCB initiatives:

1) Coordination & Cooperation.
2) Integration.
3) Ownership
4) Sustainability
5) Learning
6) Funding
7) Duration

III. ANALYSING TRENDS IN CYBERSECURITY
CAPACITY-BUILDING INITIATIVES

A. Methodology
The paper adopts mixed qualitative and quantitative ap-

proaches. An initial literature review of existing research
has been performed to underpin the key successful and un-
successful factors of CCB initiatives and thus to identify
critical metrics on initiatives, as a basis for the comparative
analysis. To identify trends and gaps in CCB, we have collected
information related to publicly available CCB initiatives. We
have performed web searches to elicit current regional and
international initiatives. To conduct the systematic review, a
search for initiatives using phrases that focus on cyber-harm,
cybersecurity and cyber-risk was performed, as these are cru-
cial themes in combination with capacity-building initiatives,
instruments, activities and efforts. Initiatives that exclusively
focus on e-governance or privacy, as opposed to cybersecurity,
as their core objective were excluded. The scope was limited
to publicly available information in English. We accumulated
165 CCB initiatives in total and collected data related to the
key success factors. The results were published on the Global
Cybersecurity Capacity Portal [24]. Established in 2015, the
portal is an output of the GCSCC in cooperation with the
GFCE. The portal is a central point of reference of current
regional and international capacity-building efforts globally in
the critical areas of cybersecurity.

We then investigated various available regional and interna-
tional CCB benchmarks, assessments and indices. The process

was guided by the ITU 2017 Index of Cybersecurity Indices to
determine which assessment and index to use to judge progres-
sion in cybersecurity. As a result, we have selected the CMM
and GCI. A direct mapping between the initiatives and their
respective dimensions and factors was performed to determine
the linkage between the initiatives and their impacts on regions
and nations. After the mapping, we then performed descriptive
statistical analysis aimed at understanding trends in initiatives
and areas which are neglected by the international community.
We then engaged in qualitative research to understand which
factors are key in successful initiatives.

A comparative analysis of the selected indexes for all coun-
tries within the Latin America and the Caribbean (LAC) region
between 2014 and 2017 was performed to select countries that
have progressed, remained static or regressed most regarding
their cybersecurity capacity commitment.

To this end, we conduct a comparative analysis of CMM
assessment and CCB initiatives to bring context and the overall
understanding of the trends in Brazil and Mexico.

B. Selection criteria for cybersecurity maturity models and
indexes

Various cybersecurity indices and maturity models have
sprung up within the international community, academia and
the private sector to capture the cyber-readiness and maturity
progression. The ITU has developed the Index of Cyberse-
curity Indices [25] to form a reference that evaluates and
presents various prominent organisational, regional and global
efforts at producing maturity models and Indices. The 2017
Index of Cybersecurity Indices was instrumental in guiding our
investigation of the effectiveness of CCB initiatives and the rel-
evance of various cybersecurity Indices and assessments. The
Index evaluates 14 prominent indices for assessing countries
and organisations, as well as other scopes of assessment. See
Figure 1. Our focus is on regions and nations, thus indices that
focus on organisations (e.g. IBM X-Force [3] were excluded.
As we are interested in answering the research question “What
are the lessons learnt from current cybercapacity-building

Figure 1. Overview of Cybersecurity Indices [25]
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activities and what aspects of these initiatives are crucial to
their success?” it is essential for our comparison to identify
the countries or regions with the highest levels of progression
(or regression) in their cybersecurity maturity and readiness
journey. This assumes that initiatives would be most visible
in terms of lessons learnt and key success factors when the
progress of the country is demonstrable by the indices within
the period. As such, we would be looking only at indices
that provide metrics, whether scores or ranking, and also
indices used for multiple iterations of evaluating countries.
This further focuses the scope down to six indices and maturity
models. Our preliminary research at this stage was across all
nations and states before zooming in on a particular region.
That eliminates sub-regional indices such as the Asia-Pacific
Cybersecurity Dashboard [26] and the Cyber Maturity in the
Asia Pacific Region model [27]. Since we are evaluating
initiatives from various viewoints, our criteria include indices
and models that incorporate at least four aspects of the five ar-
eas: Technical, Economical, Legal, Cooperation, and Capacity-
Building. Based on the given criteria, the remaining applicable
instruments for measurements were the GCI index [18] and the
CMM assessment model [14].

The LAC region was selected as it was represented in
both the GCI and the CMM review and it had a reasonably
significant number of initiatives as well. Within that region,
Brazil and Mexico have been selected, since both experienced
significant changes (progression or regression) in their GCI
scores between the GCI 2014 and 2017 reports. The Cyber
Readiness Index 2.0 [28] would not be used in our analysis as
it did not produce a report covering LAC region at the time
of this research.

C. The Cybersecurity Capacity Maturity Model for Nations
(CMM)

The GCSCC Cybersecurity Capacity Maturity Model for
Nations supports comprehensive analysis of detailed appraisal
of a country or region [14]. The analysis is based on self-
assessments through partners or interviews and workshops with
key stakeholders and representatives from donors, recipient
countries and relevant organisations [14]. The CMM bench-
marks a country’s cybersecurity capacity across five distinct
dimensions of cybersecurity capacity. The CMM has been
developed and used to benchmark countries since 2015, with
over 60 nations reviewed so far. The resulting CMM review
report is in the form of an overview of the maturity level for
the country in each dimension as well comprehensive detailed
assessments with specific recommendations advising the state
on ways to elevate its capacity to a higher maturity stage [14].

There are five dimensions of cybersecurity identified in the
model:

1) Cybersecurity Policy and Strategy.
2) Cyber Culture and Society.
3) Cybersecurity Education, Training and Skills.
4) Legal and Regulatory Frameworks.
5) Standards, Organisations, and Technologies.

Each dimension is divided further into factors. Maturity levels
are divided into five stages: start-up, formative, established,
strategic, and dynamic.

D. The ITU Global Cybersecurity Index (GCI)
The index spans different mechanisms for evaluating cyber-

maturity to derive rankings and scores that enable comparisons
between nations and regions. It is being led by the ITU as
part of its Global Cybersecurity Agenda (GCA) [29]. The GCI
examines levels of commitment on five distinct pillars [18]: 1.
Legal. 2. Technical. 3. Organizational. 4. Capacity building,
and 5. Cooperation.

In addition to the overall ranking, the index includes
regional rankings and an individual score for each country.
This focus enables us to compare the country or region in
question. The index is primarily based on surveying ITU’s
members and publicly available information. The identified
weakness, however, is that the index is more policy and organ-
isationally oriented more technical, and that distilling a single
number to capture maturity necessarily equates incomparable
considerations. The index assesses countries’ commitments
with regards to cybersecurity as opposed to actual readiness.

While there are in some cases a direct one-to-one mapping
between the CMM Dimensions and the GCI Pillars, such as in
the areas of strategy, legal and technical, there are GCI pillars
such as Capacity Building and Cooperation that cut across all
CMM Dimensions. See Table I.

TABLE I. MAPPING CMM DIMENSIONS WITH GCI PILLARS

GCSCC CMM Dimensions ITU GCI Pillars
Cybersecurity Policy and Strategy Organizational

Cyber Culture and Society –

Cybersecurity Education, Training and Skills Capacity building

C
oo

pe
ra

tio
n

Legal and Regulatory Frameworks Legal

Standards, Organizations, and Technologies Technical

E. An overview of the Global Cybersecurity Capacity Portal.
Initiatives were collected and hosted on the Portal which

contains a dedicated informational web-page per initiative. To
bring more understanding and context to the initiatives, as well
as to form the basis of the comparative analysis, an off-line
dataset (spreadsheet) of the initiatives was created manually
to help gain insights from these efforts, such as an analysis of
stakeholders and linkage between the initiatives and the CMM
model. The dataset includes the Title of the initiative; the name
of the sponsoring or initiating Organisation; the Target Region;
Target Country; the GFCE Theme; Key Topic; Dimension and
Factors; and Others Topics; vital Partners; affected or Target
Groups, planned Budget, main Aims and objectives, Outputs,
underlying Activities, Period or duration of the effort, and
finally Contact details. Mapping initiatives to dimensions and
factors of the CMM can be demonstrated by the Dimension
and Factors columns identified in the following colour scheme.
See Figure 2:

• Red: Cybersecurity Policy and Strategy
• Blue: Cyber-Culture and Society
• Green: Cybersecurity Education, Training and Skills
• Yellow: Legal and Regulatory Frameworks
• Purple: Standards, Organisations, and Technologies

The purple is not illustrated in the following example as this
particular initiative did not have mapping with the Standards,
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Organisations, and Technologies CMM dimension. The unique
numbers within the Dimensions and Factors columns are
mapped directly to the CMM (e.g., 4.3 refers to Dimension 4
Factor number 3). A complete mapping between the initiatives
in scope and the CMM has been performed.

Figure 2. Initiatives example

IV. DESCRIPTIVE STATISTICAL ANALYSIS OF THE
INITIATIVES

A. Regional analysis
As of July 2018, we had gathered 165 distinguished ini-

tiatives. Initiatives are either global in nature or within one of
seven geographical regions. We are adopting the World Bank
geographical regions [30]. Figure 3 displays the target regions,
respective counts, and percentages of initiatives per region. An
initiative that spans countries in multiple regions is counted in
all those regions.

Global (49)

19%

NA (19)

7%

LAC (37)

14%

MENA (27)

10%

SSA (45)

17%

ECA (38)

15%
EAP (28)

11%

SA (18)
7%

Figure 3. Global initiatives, and those for North America (NA), Latin
America and the Caribbean (LAC), The Middle East and North Africa

(MENA), Sub-Saharan Africa (SSA), Europe and Central Asia (ECA), East
Asia and Pacific (EAP) and South Asia (SA)

B. Organisational analysis
105 organisations, countries or entities are initiating or

leading initiatives across all regions and globally. Table II
represents the Top 10 most active Organisations that are either
initiating or leading initiatives. It is important to highlight that
the top 10 active organisations account for 75% of initiatives.
This is followed by a demonstration of the top Partners in
supporting CCB across all initiatives within the portal. See
Table III.

TABLE II. ORGANISATIONAL ANALYSIS

Organisation # of initiatives
UK Foreign & Commonwealth Office 27
International Telecommunications Union (ITU) 15
e-Governance Academy (eGA) 12
Global Forum on Cyber Expertise (GFCE) 9
United Nations Development Programme 6
Council of Europe (CoE) 5
United Nations Economic Commission for Africa (UNECA) 5
United Nations Conference on Trade and Development (UNCTAD) 4
Association of Southeast Asian Nations (ASEAN) 3
DiploFoundation (Diplo) 3

TABLE III. PARTNER ANALYSIS

Partners # of initiatives
ITU Oman Regional Cybersecurity Centre 8
European Union (EU) 6
Organization of American States (OAS) 5
Economic Community of West African States (ECOWAS) 4
European Cybercrime Centre – EC3 (Europol) 4
FIRST 4
Global Cyber Security Capacity Centre (GCSCC) – University of Oxford 4
INTERPOL (INT) 4
National Crime Agency 4
Netherlands 4
Norway 4
UK Foreign and Commonwealth Office 4
United States of America 4

C. Initiatives mapped to the CMM and GCI
When surveying the current trends over the gathered CCB

initiatives, it visibly demonstrates that about half of the ini-
tiatives 47% are geared towards the first dimension of the
CMM model, Cybersecurity Policy and Strategy; followed by
the fourth dimension: Legal and Regulatory Frameworks 33%.
The third dimension: Cybersecurity Education, Training and
Skills concerns 14% of the initiatives, followed by the fifth
dimension: Standards, Organisations, and Technologies with
7%, and finally the lowest number of initiatives are focused
on the second dimension Cyber Culture and Society 7%. See
Figure 4 which summarises the analysis.

Our results are in close alignment with the observations
in ITU GCI 2017 report. The mapping between the initiatives
and the CMM indicates that the current trends are focusing on
building the foundational aspects of CCB, such as devising
or enhancing national Cybersecurity strategies, establishing
effective CSIRT programmes, or creating robust regulatory
frameworks. Since only 38% of the surveyed countries have a
published cybersecurity strategy, in which only 11% of it has
a dedicated standalone tailored strategy [18], implementing or
enhancing cybersecurity strategy is of paramount importance
at this stage of global CCB. Similarly, efforts focusing on
the development of legal and regulatory frameworks (33% of
initiatives) endeavour to bridge the gap identified in ITU GCI
report, where it was identified that 57% of legal actors lack
specialist cybersecurity training [18].

Furthermore, there is also a close alignment between the
initiatives that relate to incident management and gaps in
CSIRTs that the 2017 GCI report has acknowledged. CSIRT
enhancement is part of the Cybersecurity Policy, and Strategy
CMM dimension with one third of the initiatives of that
dimension focused on Incident Response, and 16 initiatives
focused on Crisis Management. This is in line with the
GCI finding that 79% of existing CSIRTs require metrics or
measurements criteria to be used for effective management of
incidents. There are, however, apparent gaps and imbalances
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since initiatives are oblivious to other dimensions such as
Standards, Organisations, and Technologies and Cyber Culture
and Society, which are vital in ensuring a balanced, capable,
resilient, and dynamic cyberspace.

D1 (98)

47
D2 (5)

3

D3 (30)

14

D4 (69)

33

D5 (7)
3

Figure 4. Percentage of initiatives per CMM Dimension: D1 Cybersecurity
Policy and Strategy, D2 Cyber Culture and Society, D3 Cybersecurity

Education, Training and Skills, D4 Legal and Regulatory Frameworks, D5
Standards, Organisations, and Technologies

D. Analysing initiatives based on key success factors
A direct mapping between key success factors identified

in Section II.B and the initiatives gathered is a challenge,
as such a mapping is subject to interpretation and subjective
judgments. However, the following is an effort at translating
what it is observed in the CCB initiatives against key success
factors.

The first success factor is national and international co-
ordination (in activities) and cooperation (in measurements).
When applied properly, this factor should tackle challenges
such as duplication of effort, lack of policy coordination,
cyber-capacity gap and lack of strategy, as well as agencies
competing on the same initiatives.

Coordination can be perceived by determining whether the
initiating or sponsoring actor of an initiative is engaged with
a partner or a set of partners. An actor could in itself be a
consortium of multilateral entities, such as the ITU or the OAS.
Thus, it has been observed that 84% of the initiatives have one
or more partners supporting the effort. Although the remaining
16% do not have an explicit partnership, they are based on
bilateral or multilateral entities, such as the Association of
Southeast Asian Nations (ASEAN). These observations imply
that the overwhelming majority of initiatives conform with the
coordination factor of successful initiatives.

Cooperation is achieved when nations collaborate in cy-
bersecurity assessments. It has been determined that there are
twelve initiatives in which the aims and objectives contain
some form of assessment. There are a further twenty-two initia-
tives where assessment or self-assessment is part of either their
essential or other topics covered. All these are indications of
high-level activity in cooperation between entities concerning
measurement. This remains a challenge to quantify, however,

as there are potential overlaps between the objectives of the
initiatives.

The second identified factor is intended Integration of
cybersecurity and development expertise. This is interpreted
by the involvement and engagement of key stakeholders from
across various levels of the targeted society. There were 10% of
initiatives that included members of academic institutions, civil
society, defence, non-profits, the private sector and governmen-
tal institutions. Further detailed analysis of each initiative is
required to gain a deeper level of understanding of the true
state of integration (or lack thereof) between the development
sector and cybersecurity efforts.

Ownership by the recipient country or entity is the third
success factor. Leveraging assessments, whether against the
CMM or other models, represents an initial step in refining
capacity-building to eliminate existing discrepancies between
donors’ objectives and beneficiaries’ priorities. From the per-
spective of the initiatives gathered, investigating whether the
target country or region is also part of the organisation leading
the initiative or the partners supporting it was determines
effective ownership. Many initiatives are global, however, and
involve many countries and regions. Unfortunately, it was not
possible to extract sufficient information to determine whether
this factor is appropriately incorporated into the design of a
given initiative.

The fourth factor of a successful initiative is sustainability
of efforts, as evidenced by experts exchanging and benefiting
from traditional capacity-building activities that support sus-
tainable long-term success and continuation of the projects,
as opposed to short-term one-off training activities. Successful
initiatives tend to be based on an increase in the pool of experts
in the recipient countries and in building on proven successful
methodologies. Also, utilising cross-sectoral approaches to en-
gage and involve the public and private sectors and academia,
and getting them to work together, is another key ingredient.
There were 10% of cross-sectoral initiatives identified based
on this analysis.

The fifth factor is continued and mutual learning by
developing clear capacity measurements while encouraging
openness. This factor addresses the lessons learnt from de-
signing and implementing CCB initiatives. Continued and
mutual learning should also address the cybersecurity-context
challenge, in which resistance by countries to information-
sharing exists. There are only four initiatives which contain
educational aspects, but there are a further twelve initiatives
where education or learning elements are part of the aims
and objectives. Finally, only two partners in all initiatives
were associated with education. However, analysing continued
learning within initiatives requires more in-depth data from
each initiative, which is lacking.

Adequate funding is the sixth factor. It is challenging to
obtain data on the funding aspects of initiatives. Currently,
there are only three initiatives that indicate the initial budget
of that initiative. As such, currently, the funding element is not
being evaluated.

The seventh and final factor of successful initiatives is their
duration. As capacity-building initiatives take time to develop
and produce real impact, it can possibly be assumed that the
longer the initiative remains, the more precise its measurement
can be. Hence this factor is not necessarily a direct factor of
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a successful initiative. Caveatting that there are initiatives that
are naturally limited in time, such as targeted workshops. 70%
of the initiatives have their project duration identified among
which 14% have a very short term.

V. REFLECTIONS ON THE LATIN AMERICA AND THE
CARIBBEAN (LAC) REGION

To provide further insights on the key factors that render
an initiative successful, we engage in qualitative research and
analyse reports detailing the cybersecurity capacity maturity
of countries in the LAC region. The LAC region was selected
as it was represented in both the GCI and the OAS reviews.
The Inter-American Development Bank (IDB) and the OAS
have partnered together and carried out a CMM review of
the thirty-two countries in LAC, based on the GCSCC CMM
[24], [31]. The report reflects a dim view on the security
posture and readiness of the region as only five countries
have strategies, eight are planning or developing capabilities
for Critical Infrastructure Protection, and 30% of citizens are
not aware of cybersecurity risk [31]. Within that region, Brazil
and Mexico have been specifically selected as they experienced
significant regression and progression respectively in their GCI
scores between 2014 and 2017.

The LAC region is a heterogeneous pool of countries
with different economic developments, historical backgrounds,
languages and different challenges. According to the World
Bank 2017 annual report and regional perspective, the LAC
region experienced an economic slowdown during the last
six years including two recessions [30]. This slowdown has
adversely reversed the gains realised due to hard earned social
reforms at the beginning of the 21st century. As a result, GDP
growth for LAC was 2.3% in 2000, 4.7% in 2010 and currently
down -1.8%. However, the region is slowly gaining growth and
recovering economically [30].

Cybercrime is proliferating within the Latin America and
the Caribbean region due to multiple factors including the rapid
digitisation of economies without considerations of appropri-
ate cybersecurity controls; the foundational establishment of
criminal networks; and the socio-economic and geopolitical
situations affecting the region [32]. The cost of Cybercrime in
Mexico was estimated to be $3 billion, while Brazil $8 billion
in 2013 [33].

A. Descriptive statistical analysis of the initiatives in LAC
The distribution of the CCB initiatives within the LAC

region reflects similar distributions among the global regions.
See Table IV.

TABLE IV. CMM DIMENSIONS AND THE CORRESPONDING NUMBER OF
INITIATIVES FOR LAC.

D# GCSCC Dimensions # of initiatives
D1 Cybersecurity Policy and Strategy 31
D2 Cyber Culture and Society 1
D3 Cybersecurity Education, Training and Skills 3
D4 Legal and Regulatory Frameworks 11
D5 Standards, Organisations, and Technologies 1

Each country was measured and assessed by the GCI
between 2014 and 2017 on various GCI pillars with a sub-
sequent total score presented. Tables V and VI display the top
3 countries of the LAC region based on the GCI scores in

2014 and 2017, respectively. Mexico’s 2014 results are also
presented to highlight the progress achieved. According to the
results, Brazil has descended from the highest rank of the
LAC region regarding cybersecurity commitment in the year
2014 down to the third rank in 2017. Conversely, Mexico has
ascended from the 7th rank to the first rank.

TABLE V. TOP 3 LAC AND MEXICO GCI INDEX 2014 RESULTS.

Regional Rank Country GCI Score Global Rank
1 Brazil 0.7059 5
2 Uruguay 0.6176 8
3 Colombia 0.5882 9
7 Mexico 0.3235 18

TABLE VI. TOP 3 LAC GCI INDEX 2017 RESULTS

Regional Rank Country GCI Score Global Rank
1 Mexico 0.6600 28
2 Uruguay 0.6470 29
3 Brazil 0.5930 38

The differences between countries’ scores from 2014 and
2017 were computed to demonstrate progression, staticness or
apparent regression concerning their commitments to cyber-
security. The differences demonstrate dramatic changes in the
GCI scores, with Mexico being the highest positive change
of 0.337, in stark contrast to Brazil (-0.113) as illustrated in
Figure 5.

Figure 5. LAC Delta results between 2014 and 2017 GCI reports

According to the GCI 2017 report “The GCI 2014 and
GCI 2017 are not directly comparable due to a change in
methodology. While the 2014 index used a simple average
methodology, the 2017 index employed a weighting factor for
each pillar.” [18]. However, both reports are based on the 5
pillars mentioned in Section III.D. The difference is that the
2017 index is finer grained with 157 scale points while the
2014 one has 34. The pillars are further broken down into 17
indicators in the 2014 GCI report. Each indicator is weighted
against three levels of none (0), partial (1) and full compliance
(2) with a full mark of 17 x 2 = 34. The ranking is calculated
based on the following notations [34]:

χqc Value of the individual indicator q for country c, with
q=1,..., Q and c=1,..., M.
Iqc Normalized value of individual indicator q for country c.
CIc Value of the composite indicator for country c.

GCI2014 : CIc =
Iqc
34

Iqc = Rank(χqc)

The 2017 GCI is finer grained having 25 indicators with
157 binary none (0) or full compliance (1) questions distributed
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among the indicators and therefore the pillars based on weight-
ing factor from experts [18].

GCI2017 : CIc =
Iqc
157

Brazil, for example, scored CIc: 24 out of 34 in 2014 with
GCI2014 score of 0.7059 out of 1 as in Table V. In contrast,
Brazil in GCI 2017 scored CIc: 93 out of 157 which is 0.5930
GCI out of 1 as shown in Table VI. Although GCI 2017 is
finer grained as each mark is weighted (0.6%) in contrast to
the (2.9%) of 2014, both GCIs benchmark countries between 0
and 1 or at a percentage scale. This deviation in granularity has
been considered when performing the analysis and the averages
of the GCI 2014 and 2017 scores between the two indices as
we compute each country’s delta with itself before comparing
with others. As we use the delta as indicators that guides us
in selecting Mexico and Brazil as countries of interest. The
country’s rank would be another indicator that we consider
which is aligned with the delta comparison as well.

B. Comparative analysis between Mexico and Brazil
Figure 6 depicts security risks on (human, physical, and

financial) areas including crime, riots, terrorism, military con-
flicts, and other threats. It also shows political risks which
indicate the probability of political instability in a given
country. In 2018, Mexico is Low in political risk and mixed
between High, Medium and Low in security risks depending
on the area of the country, whereas Brazil is Medium in both
security and political risk according to the company Control
Risks [35].

Figure 6. Americas Geopolitical socio-economical Risk Map 2018. [35].

According to the OAS reviews, both Brazil and Mexico
have similar maturity levels across many dimensions; Brazil
is further advanced in cyberdefence consideration, cybersecu-
rity mindset, cybersecurity training, procedural laws, incident

response and cybersecurity marketplace. In contrast, Mexico
is more advanced in on-line privacy, responsible reporting and
disclosure, identification of incidents, and critical infrastructure
response planning. Both countries are rated in the OAS report
between Formative (2) and Established (3) levels of maturity,
with Brazil averaging at 2.55 and Mexico at 2.40.

Mexico has been demonstrating strength in the legal pillar
of the GCI index as it invests substantial efforts in cyber
legislation covering criminality, data protection, data privacy
and electronic transactions [18]. As it aims to join the Budapest
treaty on Cybercrime [36], Mexico has undergone tremendous
amendments to substantive and procedural laws [31]. It also
has hosted the 2016 Meridian Process [37] which produced
The GFCE-MERIDIAN Good Practice Guide on Critical In-
formation Infrastructure Protection for Governmental Policy
Makers [38].

We have analysed the eight distinctive initiatives targeting
Mexico and mapped the initiatives with the applicable key
success factors. Table VII demonstrates that most of the
initiatives have multiple success factors.

TABLE VII. INITIATIVES IN MEXICO WITH KEY SUCCESS FACTORS

Initiatives in Mexico Success factors
Cybersecurity in the OAS Member
States.

Coordination & Cooperation, Integra-
tion, Ownership, Sustainability, Learn-
ing, Funding, Duration

Japan International Cooperation Agency
(JICA). Countermeasures Against Cy-
berCrime.

Coordination & Cooperation, Integra-
tion, Funding

Mexican Financial Sector, FCO, Control
Risks: Cybersecurity Health check.

Coordination & Cooperation, Owner-
ship, Learning

Cybercrime Workshops, OAS, Federal
Police: Mexican National Cybersecurity
Week.

Coordination & Cooperation, Integra-
tion, Ownership

Cybercrime@Octopus, Council of Eu-
rope (CoE).

Coordination & Cooperation, Learning,
Funding, Duration

Data Privacy Pathfinder APEC Coordination & Cooperation, Integra-
tion

Latin American e-Commerce Legisla-
tion Harmonisation
UN, Finland, ACS

Coordination & Cooperation, Owner-
ship

Strengthening Cyber Skills in the Fed-
eral Police, FCO, BSI

Coordination & Cooperation, Integra-
tion, Ownership

In addition to these eight initiatives, Mexico is also part of
the regional LAC initiatives, of which 24% cover Legal and
Regulatory Frameworks.

In stark contrast to Mexico, Brazil had only five initiatives
tailored to the needs of the country. These initiatives have
commenced across a number of dimensions, focusing on the
leadership role of the armed forces, or the establishment of
the Cybersecurity strategy of the Federal Public Adminis-
tration, or the coordination between the various CSIRTs, or
the investments in education and awareness programs as well
as establishing higher education centres of excellence [31].
However, Brazil was ranked the most dangerous country for
Financial attacks in 2014 and has been the source and victim
of cybercrime [39].

We have analysed the five distinctive initiatives targeting
Brazil and mapped the initiatives with the applicable key
success factors. Table VIII demonstrates fewer success factors
linked to the initiatives at hand.

Brazil is one of the leading economies in LAC and has
been investing heavily in ICT development. According to the
World Bank national accounts data and the OECD national
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TABLE VIII. INITIATIVES IN BRAZIL WITH KEY SUCCESS FACTORS

Initiatives in Brazil Success factors
Fostering Cybersecurity Through Train-
ing the Judiciary on Digital and Cyber
Issues. CFO, ITS

Coordination & Cooperation, Owner-
ship

Introducing Estonian ICT Solutions for
Delegations from Developing Countries.
eGA

Coordination & Cooperation, Owner-
ship, Learning, Funding, Duration

Tackling Cyber-Enabled Crime: Brazil-
ian National Counter-Corruption and
Anti-Money Laundering. FCO, NCA

Coordination & Cooperation, Learning

Cybersecurity and Cybercrime Work-
shop.

Learning

RNP-NSF for Research and Develop-
ment Projects in Cybersecurity

Coordination & Cooperation, Owner-
ship, Funding, Duration

Figure 7. Economic (GDP) progress of Brazil and Mexico (1990-2016) ) [40]

accounts data files, Brazil GDP in the year 2011 was 2.616
Trillion (USD) this has significantly fallen to a low 1.796
Trillion (USD) in the year 2016 losing 31% of GDP in this
five-year period. See Figure 7. This slow economic progress
might have contributed to the lack of progress in Brazil’s
cybersecurity maturity. Likewise, Mexico has also experienced
economic slowdown but not as drastic as Brazil, and the
number of targeted initiatives has facilitated the country’s
maturity growth.

VI. CONCLUSIONS, LIMITATIONS AND FUTURE WORK

The global community has been engaged extensively in as-
sessing and addressing gaps in the cybersecurity commitments
and capabilities of nations and regions. As a result, a significant
number of Cybersecurity Capacity-Building (CCB) initiatives
have been launched to overcome cyber-risks. These efforts
face various challenges, however, such as lack of strategy
and duplication of initiatives. To our knowledge, no study has
explored the areas where cybersecurity initiatives focus and the
possible gaps. In this paper, we have tried to close this gap
by collecting and analysing all publicly available initiatives.
We have further reflected on these initiatives with respect to
well-established success factors in the literature on capacity-
building. Towards this end, we have also engaged in qualitative
research and analysed reports for two countries, Mexico and
Brazil, trying to understand which of these factors may have
been influential in designing and implementing successful
cybersecurity initiatives.

Our results suggest that the distribution of CCB initiatives
across the regions has been divided evenly, except that North
America has received the least, only 7% of initiatives. This
is because the gathered initiatives are focused on developing
countries. The current focus, as observed from analysing the
trends, is on building the foundational aspects of capacity
such as devising or enhancing national Cybersecurity strate-
gies, establishing effective CSIRT programmes, or creating
reliable regulatory frameworks. These findings are in line
with the observations of the ITU 2017 Global Cybersecurity
Index. There are, however, evident gaps and imbalances with
other CMM dimensions such as Standards, Organisations, and
Technologies and Cyber Culture and Society which are vital
in ensuring a balanced, capable, resilient, and dynamic cy-
berspace. As the top 10 active organisations account for (75%)
of initiatives it demonstrates that few critical organisations are
leading initiatives.

The comparison of Brazil and Mexico using the GCI scores
demonstrates that Mexico was more committed to cybersecu-
rity than Brazil during the 2014 and 2017 period, while it
received a bigger number of initiatives. Our analysis suggests
that the socio-economic and geopolitical challenges Brazil
experienced over the recent years could be a key factor in
why Brazil has apparently regressed or at least not progressed
enough concerning cybersecurity maturity in contrast to the
key success factors associated with the initiatives conducted
by Mexico as highlighted in Section V.B.

The scope of this paper was limited to publicly available
information in English. Moreover initiatives are primarily
focused on developing and middle-income countries, since
data was gathered mainly from sponsors and publicly available
initiatives. Additionally, due to the security context dilemma,
understandably various nations and entities would be hesitant
to provide insights on their current and effective initiatives.
As such the information is limited in scope and does not
cover the majority of initiatives available. We may conclude
that transparency in providing CCB information is essential
in demonstrating effectiveness. Finally, lack of key attribute
data such as the amount and commitment of funding for
most initiatives adversely affected the analysis. Our scope
was focused on the gathered initiatives, which limited our
analysis to success factors at the initiative level as opposed
the general CCB programmes and ecosystems. Generic success
factors such as closing the ’cyber capacity gap’ or identifying
cyber-knowledge brokers requires alternative methodologies
which would include interviews and focus groups of relevant
stakeholders to gain deep insights.

In the future, we intend to perform a comparison of the
existing efforts in capacity-building with the economic and
technology metrics that exist for a set of countries or a specific
region. There is a niche space in exploring what data should be
collected from governments and organisation to better reflect
capacity-maturity development. We aim to identify gaps in
the funding of capacity-building and misallocation of these
funds to less critical factors. Once the appropriate datasets are
identified, relationships that exist between capacity-building
activities may be revealed, hopefully leading to optimisation of
the development of countries towards a more secure cybersecu-
rity posture. A deeper analysis over the generic success factors,
based on interviews and focus groups of relevant stakeholders,
will provide us with more thorough and encompassing insights.
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Abstract—The need for effective and efficient evaluation schemes
of security assurance is growing in many organizations, especially
Small and Medium Enterprises (SMEs). Although there are sev-
eral approaches and standards for evaluating application security
assurance, they are qualitative in nature and depend to a great
extent on manually processing. This paper presents a quantitative
evaluation approach for defining security assurance metrics using
two perspectives, vulnerabilities and security requirements. While
vulnerability represents the negative aspect that leads to a
reduction of the assurance level, security requirement improves
the assurance posture. The approach employs both Goal Question
Metric (GQM) and Common Vulnerability Scoring System (CVSS)
methods. GQM is used to construct measurement items for
different types of assurance metrics and assess the fulfillment of
security requirements or the absence of vulnerabilities, and CVSS
is utilized to quantify the severity of vulnerabilities according to
various attributes. Furthermore, a case study is provided in this
work, which measures and evaluates the security assurance of a
discussion forum application using our approach. This can assist
SMEs to evaluate the overall security assurance of their systems,
and result in a measure of confidence that indicates how well a
system meets its security requirements.

Keywords–Quantitative security assurance metrics; Security test-
ing; Goal question metric (GQM); Common vulnerability scoring
system (CVSS); Security metrics.

I. INTRODUCTION

Our society has become increasingly dependent on the re-
liability and proper functioning of a number of interconnected
infrastructure systems [1]. The security of most systems and
networks depends on the security of the software running on
them. This holds also for web applications that are usually
accessible in public networks. However, most of the attacks on
these systems occur due to the exploitation of vulnerabilities
found in their software applications. The number of vulnera-
bilities also increase as the systems become more complex and
connected [2].

Many organizations are implementing different security
processes and procedures to secure their systems; however,
some organizations need some evidence that show the security
mechanisms are effectively put in place and carry out their
intended functions to prevent, detect or divert a risk or to
reduce its impact on assets [3][4]. Thus, it is important for
organizations to know, on one hand, if their systems are vulner-
able to threats, and on the other hand if the protection security
mechanisms are effective to fulfill the security requirement and
mitigate the threats [5].

Security assurance is the confidence that a system meets
its security requirements [6]. The confidence is based on
specific metrics and evidences gathered and evaluated with
given assurance techniques, e.g., formal methods, penetra-
tion testing, or third-party reviews. The main activities in
security assurance include threat and vulnerability analysis,
definition of security requirements based on risk, testing, and
architectural information of the environment where Target of
Evaluation (ToE) resides. Although the research focus has been
mainly on developing qualitative metrics that usually lead to
security assurance levels that are either not accurate or not
repeatable, recent efforts within the field have been directed
towards utilizing quantitative indicators to capture the security
state of a particular system [7]. However, the research efforts
that applied quantitative methods have been mainly focused on
vulnerabilities and to a lesser extent on the understanding of
vulnerability-security requirement interactions [2][8].

This paper presents a quantitative evaluation approach for
defining security assurance metrics that provides a high level
security assurance evaluation and distinguishes two perspec-
tives: security requirement metrics and vulnerability metrics.
While vulnerability represents the negative aspect that leads
to a reduction of the assurance level, security requirement
improves the assurance posture. Specifically, the approach
utilizes the GQM to construct measurement items for different
types of assurance metrics and assess the fulfillment of security
requirements or the absence of vulnerabilities, and the CVSS
to quantify the severity of vulnerabilities according to various
attributes. Furthermore, this work illustrates a case study on
conducting security testing and assurance functions on an
example application, discussion forum. The main contribution
is the development of a quantitative evaluation approach for
defining security assurance metrics that enables quantifying
and estimating the level of security requirement and the degree
of vulnerability severity. The metrics reflect the strengths of
the protection mechanisms and the severity of vulnerabilities
that impact a target of evaluation.

The rest of the paper is organized as follows. Section II
presents a related work. Section III describes the quantitative
assurance metrics, while Section IV discusses the security
assurance process. Section V presents the case study, and
Section VI provides a discussion of the quantitative assurance
metrics approach. Finally, Section VII concludes the paper and
presents future work.
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II. RELATED WORK

Research efforts have been made to address systems secu-
rity assurance from the software development life cycle down
to the operational systems level [6]. The reason for this is that
without a rigorous and effective way of dealing with security
throughout the system development process, the end product
cannot be secure. However, the emphasis on design and process
evidence versus actual implementation largely overshadows
practical security concerns involving the implementation and
deployment of operational systems [9].

A number of frameworks and standards exist for evaluating
security assurance [10][11]. Examples include the Systems
Security Engineering Capability Maturity Model (SSE-CMM)
[10], OWASP’s Software Assurance Maturity Model (Open-
SAMM) [12], and the Common Criteria (CC) also known as
ISO/IEC 15408 [13]. The CC describes a framework in which
developers can specify security and assurance requirements
that need to be valuated to determine whether a system meets
the claimed security. Although evaluation methods are based
on guidelines and best practices, they are done manually to
a large extend and result in the creation of large amount
of documentation. One major criticism against the CC, for
example, is that it evaluates the process more than evaluating
the implementation. They are also limited to a few applica-
tion domains, like smart card security [14]. Furthermore, the
assurance levels they define, especially those of Open Web
Application Security Project (OWASP), CC and OpenSAMM
are abstractly defined and have no quantifiable basis to be
measured, which makes it harder for the vendors and third-
party assessors to measure the actual security impact and
confidence.

Recently, some initiatives have been taken towards de-
veloping operational methodologies for the evaluation of IT
infrastructure security assurance. Pham et al. [15] introduce
an attack graph based security assurance assessment system
based on multi-agents. In their approach, the authors use
attack graph to compute an ”attackability” metric value (the
likelihood that an entity will be successfully attacked) for static
evaluation and define other metrics for anomaly detection at
run time. Attack surface estimation [8] is another approach
aiming at detecting vulnerabilities within a system. It does not
evaluate the security directly, but rather estimates the number
of access points to the subject system by counting avail-
able interfaces, supported protocols, open ports, open sockets,
installed software, etc. The Building Security Assurance in
Open Infrastructures (BUGYO) project [16][17] can be cited
as the first project that proposed a methodology and tool for
continuous security assurance evaluation; security assurance
evaluation in the context of BUGYO was aimed at probing
the security of runtime systems rather than products. This
work investigates a quantitative approach for defining security
assurance metrics that provides an overall security assurance
evaluation of a target of evaluation.

III. QUANTITATIVE ASSURANCE METRICS

Security assurance defines the confidence that a system
meets its security requirements based on specific evidence
provided by the application of assurance techniques (formal
methods, penetration testing, etc) [6]. The need to provide
organizations with confidence that deployed security measures
meet their requirements at runtime has been acknowledged as

a crucial issue [16][18][19]. This is because security mech-
anisms, even properly identified during the risk assessment
stage, may still suffer from an inappropriate deployment that
may render them less effective. Although the current evaluation
methods rely to a great extent on security experts knowledge
and are not adapted to real dynamic operational systems [17],
recent research efforts have been directed towards utilizing
quantitative indicators to capture the security state of a par-
ticular system [7]. The gathering of measurable evidence is
facilitated by the specification of metrics that are necessary for
the normalization of the security assurance levels. We consider
three key concepts in our metrics specifications: vulnerability
metrics, security requirement metrics and assurance metrics.
These metrics will be described in the following subsections.

A. Security Requirement Metrics
Security requirements are associated to the protection of

valuable assets in a system. Many authors implicitly assume
that security requirements are identical to high-level security
goals. Tettero [20] defined security requirements as the con-
fidentiality, integrity, and availability of the entity for which
protection is needed. Devanbu and Stubblebine [21] defined a
security requirement as ”a manifestation of a high-level orga-
nizational policy into the detailed requirements of a specific
system”. Thus, the aim of defining security requirements for
a system is to map the results of risk and threat analyses to
practical security requirement statements that manage (mitigate
or maintain) the security risks of the target of evaluation.

Security requirement metrics reflect the vendor’s confi-
dence in a particular security control employed in the target
of evaluation to fulfill one or more security requirements.
Evaluating the confidence level of a security requirement is
twofold. First, we need to check whether the current deployed
security protection controls fulfill the security requirement.
This can be manifested as a set of test cases associated with
each security requirement. Second, it can be argued that not all
security requirements of one application are equally important
[22]. Thus, there is a need to consider the importance, or the
weight, of each of the security requirements. The weight for
a requirement represent the level of importance of the this
requirement to the application in question.

In order to quantify the fulfillment factor of the security
requirement metrics, we need to connect each requirement
to a set of measurable metrics. This can be done using the
Goal Question Metric (GQM) approach [23]. GQM provides
a clear derivation from security goals to metrics by developing
questions that relate to the goals and are answered by metrics
[24]. A GQM approach is a hierarchical structure that defines
a top-down measurement model based on three levels [23]:

• Conceptual level (Goal)
A goal is defined for an object for various reasons,
with respect to various models of quality, from various
points of view and relative to a particular environment.
Object of Measurement can be: Products, Processes or
Resources. In our context, the main goal is to assess
the assurance of the target of evaluation. This goal
can be split into sub-goals that represent the identified
security requirements.

• Operational level (Question)
A set of questions is used to characterize the way the
assessment or the achievement of a specific goal is
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going to be performed based on some characterizing
model. Test cases defined for each security require-
ment represent questions in our context.

• Quantitative level (Metric)
A set of metrics is associated with every question in
order to answer it in a measurable way. In our context,
every question can be assigned to a value (for example,
Full=1, Average=0.5, Weak=0), and metrics can be
given based on fulfillment value to the test case.

As an example of applying the GQM for the authentication
security requirement for web applications, Table I shows
questions and metrics for this case. Based on the previous
discussion, we define a security requirement metric (Rmi) for
a given security requirement at a specific time instance as:

Rmi = (wi ×
m∑
j=1

fij) (1)

where m represent the number of test cases defined for this
security requirement, w is the weight of the requirement and f
is the fulfillment factor of the requirement. i is the index of the
security requirement, and j is the index of the test cases for the
security requirement. GQM is used to measure the fulfillment
of the security requirements.

As a result, we define the accumulate security requirement
metrics of an application at a specific time instance as:

RM =

n∑
i=1

(Rmi) (2)

where n represents the total number of security requirement
defined for the ToE.

B. Vulnerability Metrics
A vulnerability is defined as a bug, flaw, behaviour, output,

outcome or event within an application, system, device, or
service that could lead to an implicit or explicit failure of
confidentiality, integrity or availability [25]. Thus, vulnerability
is a weakness which allows attacker to reduce a system’s
security assurance. Since organizations usually operate within
limited budgets, they have to prioritize their vulnerability
responses based on risk value of each vulnerability.

Vulnerability metrics allows to measure the existence and
the severity level of system vulnerabilities. Thus assessing
vulnerability metrics is twofold. First, there is a need to check
the existence of the different types of vulnerabilities that pose a
threat to the application. This can be assessed using the GQM
method, in which (1) the goal will be to assess the existence of
different vulnerabilities in the ToE, (2) the sub goals represent
the vulnerability types that pose threat to the ToE, (3) questions
represent the test cases that will check the existence of a given
vulnerability type, and finally, (4) the quantified answer to
the questions represent the metrics. Second, it is essential to
quantify the severity level of vulnerabilities in the context of
the ToE, which can be represented by the risk value of the
vulnerability. For example, the Common Vulnerability Scoring
System (CVSS) [25][26] cab be used for this purpose. A CVSS
score is a decimal number in the range [0.0, 10.0], where
the value 0.0 has no rating (there is no possibility to exploit
vulnerability) and the value 10.0 has full score (vulnerability
easy to exploit). This score is computed using three categories

of metrics, which assess the intrinsic characteristics of the
vulnerabilities (base metrics), its evolution over time (temporal
metrics), and the user environment in which the vulnerability
is detected (environmental metrics). These three metric groups
can be used to compute the vulnerability severity level of a
target of evaluation.

We define a vulnerability metric (V mk) for a given security
vulnerability at a specific time instance as:

V mk = (rk ×
p∑

l=1

ekl) (3)

where, p represent the number of test cases defined for this
vulnerability type, rk is the risk of the kth vulnerability and
ekl is the existence factor for lth test case defined for the kth

vulnerability. The existence factor can have three values, 0
means that the test case indicates no vulnerability, 1 indicates
the existence of the vulnerability for the test case, and 0.5
indicates the partial existence of the vulnerability for the test
case.

Thus, the vulnerability metrics of a system at a specific
time instance can be calculated using the risk of vulnerabilities
and their existence factor as follows:

VM =

d∑
k=1

(V mk) (4)

where d represents the total number of vulnerabilities defined
for the ToE.

C. Assurance Metrics

Assurance Metrics (AM) determine the actual confidence
that deployed countermeasures protect assets from threats
(vulnerabilities) and fulfill security requirements. We define
assurance metrics as the difference between security Require-
ment Metrics (RM) and Vulnerability Metrics (VM). Thus, the
assurance metrics can be calculated as follows:

AM = RM − VM =

n∑
i=1

(Rmi)−
d∑

k=1

(V mk) (5)

where, AM is the security assurance metrics at a given time
instance, RM is the security requirement metrics at a given
time instance, and VM is the vulnerability metrics at a time
given instance.

From (5), it can be noticed that AM is minimum when the
following two conditions are met:

• All security requirements are not fulfilled (RM be-
comes zero), which causes the value of the first term
to be minimum (zero), and

• All possible vulnerabilities exist and all have a max-
imum risk value. This makes the second term to be
maximum (VM ).

AM , on the other hand, can be maximum if (1) VM is mini-
mum for all vulnerabilities, and (2) the protection mechanisms
have been found to be effective to fulfill the defined security
requirements (RM is maximum) for all requirements.
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TABLE I. EXAMPLE OF GQM IN ASSESSING THE AUTHENTICATION VERIFICATION REQUIREMENTS

Goal Question Metrics
Purpose assessing authenti-

cation
Are credentials and all pages/functions that require a user to enter credentials
transported using a suitable encrypted link ?

Full, average or weak

Issue or
Compo-
nent

authentication Do all pages and resources by default require authentication except those
specifically intended to be public?

Full, average or weak

Object or
Process

web application au-
thentication

Do password entry fields allow, or encourage, the use of long passphrases or
highly complex passwords being entered?

Full, average or weak

viewpoint stakeholder, user,
organization

Do all authentication controls fail securely to ensure attackers cannot log in? Full, average or weak

Does the changing password functionality include the old password, the new
password, and a password confirmation?

Full, average or weak

Is information enumeration possible via login, password reset, or forgot account
functionality?

Full, average or weak

Rating Score: Full=1, Average=0.5, Weak=0

IV. SECURITY ASSURANCE PROCESS

An assurance process defines the different activities that
need to be performed in order to assess the level of confi-
dence a system meets its security requirements. Our assurance
process deals with three types of metrics: vulnerability metrics,
security requirement metrics and assurance metrics. Similar to
the methodology defined in [17], the assurance process consists
of five main activities: application modelling, metric selection
and test case definition, test case execution and measurement
collection, assurance metrics and level calculation, evaluation
and monitoring. The input is an operational system running a
target of application to be evaluated.

1) Application modelling: The application modelling
allows decomposing the application in order to iden-
tify critical assets. An efficient way of identifying
those critical components is an a priori use of a threat
modelling and risk assessment methodology. Security
functions and threats related to the basic security
concepts of the application and its environment can
be analysed. This results the security requirements
expected to be present and running correctly in the
system to fulfill security goals and protect assets from
threats.

2) Metric selection and test case definition: A metric
is based on the measurement of various parts or
parameters of security functions implemented on the
system with its service and operational environment.
Depending on the measurements being performed,
metrics can be classified as follows:
• Security requirement metrics relate to a mea-

surement that evaluates whether security pro-
tection mechanisms exist and fulfill defined
security requirements using the GQM method.

• Vulnerability metrics relate to a measurement
that evaluates the weaknesses/severity and
vulnerabilities existence in the systems using
the CVSS and GQM methods.

Test cases for both metrics can be defined to test the
vulnerabilities and verify the security requirements
on the target of evaluation.

3) Test case execution and measurement collection:
Test case execution and measurement collection con-
sist in deploying specific probes to implement the test
cases on a target of evaluation and its operational
environment. These probes can help to collect raw
data from the system. This step will result in a

measurement that will be normalized to produce an
assurance level in step 4.

4) Assurance metrics and level calculation: Once the
security requirement and vulnerability metrics are
determined in step 3, the overall security assurance
of the target of evaluation can be calculated using (5)
presented in Section III.

5) Evaluation and monitoring: This step involves com-
paring the current value of the assurance level to
the previous measure, or to a certain threshold and
issuing an appropriate message. It can also provide a
real time display of security assurance of the service
to help the evaluator identify causes of security
assurance deviation and assist him/her in making
decisions.

V. CASE STUDY

This section presents the proposed assurance approach and
processes applied for the web discussion forum developed for
this purpose.

A. Application and Threat Modelling
Figure 1 shows a screenshot of the discussion forum. The

forum has users who create topics in various categories, and
other users who can post replies. Messages can be posted as
either replies to existing messages or posted as new messages.
The forum organizes visitors and logged in members into user
groups. Privileges and rights are given based on these groups.

The tools used to develop the forum includes PHP, MySQL,
and Apache. WAMP was used to do an all-in-one installation of
Apache, MySQL, and PHP on a Windows 7 virtual instance. A
Kali Linux [27] virtual instance was used as a security testing
machine. The discussion application forum was tested using
a number of tools such as OWASP Zed Attack Proxy (ZAP),
WebScarab, OpenVAS and Sqlmap, and manual testing since
some vulnerability types can only be found through testers
observations. The infrastructure required to create a realistic
environment for conducting the testing and assurance func-
tions of the ToE was built using OpenStack cloud computing
platform [28].

Threat modelling is a systematic process of identifying,
analysing, documenting, and mitigating security threats to a
software system [29]. Analysing and modelling the potential
threats that an application faces is an important step in the
process of designing a secure application. Some of these
threats are very specific to the application, but other threats
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Figure 1. Discussion forum.

are directly or indirectly related to the underlying platforms,
technologies or programming languages. The main steps of
threat modelling process consists of the following three high-
level steps: characterizing the system, identifying assets and
access points, and identifying threats [30].

a) Characterizing the system: Characterizing the sys-
tem involves understanding the system components and their
interconnections, and creating a system model emphasizing its
main characteristics. Data Flow Diagram (DFD) is used to
model the application which dissects the application into its
functional components and indicates the flow of data into and
out of the various parts of system components. Figure 2 shows
a flow diagram of the discussion forum, which was modelled
with Microsoft threat modelling tool 2016.

Figure 2. Data flow diagram for the discussion forum.

b) Identifying assets and access points: An asset is an
abstract or concrete resource that a system must protect from
misuse by an adversary. Identifying assets is the most critical
step in threat modelling because assets are threat targets.
Examples of identified list of assets of the application that
may be targeted by attackers include:

• Forum users and assets relating to forum users
• User login details and the login credentials that a user

will use to log into the discussion forum
• The discussion forum website and assets relating to

the website

Access (entry) points are interfaces through which potential
attackers can interact with the system to gain access to assets.

Examples of access points include user login interfaces, HTTP
Port, configuration files, file systems and hardware ports. It is
also important to determine the trust boundaries in the system.
A trust boundary is a boundary across which there are varied
levels of trust. For example, administrators are trusted to do
more than normal users.

c) Identifying threats: A threat is what an adversary
might try to do to a system [31]. Threats can be identified
by going through each of the identified critical assets and
creating threat hypotheses that violate confidentiality, integrity,
or availability of the assets. The output of threat identification
process is a threat profile for a system, describing all the
potential attacks, each of which needs to be mitigated or
accepted.

A threat categorization is useful in the identification of
threats by classifying attacker goals such as: Spoofing, Tamper-
ing, Repudiation, Information Disclosure, Denial of Service,
Elevation of Privilege (STRIDE). An incomplete identified list
of threats for the application are given in Table III .

Security requirements: Security requirements are
driven by security threats. Although security requirements can
also be extracted from standards, it is still important to conduct
a thorough risk management to discover which threats are
realistic, and analyse the suitability of security requirements
to the system. However, these security requirements need to
be validated and measured to achieve the security goals of
the application. In this work, Application Security Verification
Standard (ASVS) [11] verification requirements are considered
as a source of security requirements, and GQM approach
is used to measure/verify the fulfillment of these security
requirements for the application. Security requirements used
for the application are given in Table II.

B. Metric Selection and Test Case Definition
The metrics are categorized as (i) security requirement

metrics, (ii) vulnerability metrics, and (iii) security assurance
metrics. The first two are discussed in the first two subsec-
tions, and the third one is presented in subsequent subsection
concentrating on security assurance metrics. OWASP ASVS is
used to define the test cases for the security requirements, and
OWASP Testing Guide and OWASP Cheat Sheets [32] were
used as a reference while choosing the testing techniques and
developing the vulnerability test cases.

a) Security requirement test cases: As the discussion
forum is not a critical application, Level 1 is used to verify the
security requirements. Level 1 consists of 68 security require-
ments to be verified. All of the requirements were analysed
to find out how many of these requirements are applicable
to the discussion forum, and the security requirements that
are applicable to the application were assessed to measure
the their fulfillment. Example test cases for the authentication
requirement verification are given as follows:

• Verify that the weak lock out mechanism to mitigate
brute force password guessing attacks
◦ attempt an invalid log in by using the incorrect

password a number of times, before using the
correct password to verify that the account was
locked out. An example test may be as follows:
1) Attempt to log in with an incorrect pass-

word 3 times.
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2) Successfully log in with the correct pass-
word, thereby showing that the lockout
mechanism doesn’t trigger after 3 incor-
rect authentication attempts.

• Verify that the forgotten password function and other
recovery paths do not reveal the current password and
that the new password is not sent in clear text to the
user

• Verify that information enumeration is not possible via
login, password reset, or forgot account functionality

b) Vulnerabilities test cases: This subsection specifies
vulnerabilities test cases that can prevent the achievement of
the security requirements. The severity impact of each vulner-
ability is measured based on the CVSS base score. Example
vulnerability test cases for the application that transmits clear-
text and uses default credentials are given as follows:

• Test for credentials transported over an unencrypted
channel
◦ Sending data with POST method through

HTTP and trying to intercept the username and
password by simply sniffing the network with
a tool like Wireshark

• Test for default credentials of the application
◦ Test for default credentials of common appli-

cations (as an example try the following user-
names - ”admin”, ”root”, ”system”, ”guest”,
”operator”, or ”super”), and an empty pass-
word or one of the following ”password”,
”pass123”, ”admin”, or ”guest”

C. Test Case Execution and Measurement Collection
The discussion forum application was tested based on the

the test cases developed to verify the security requirement
and vulnerabilities in subsection V-B. After the test cases
execution, security requirement measurement is collected from
the application for all the security requirements. Due to
space limitation, the measurement details for all test cases in
each security requirement and each vulnerability type are not
included; however the total measurement collected for each
security requirements and vulnerabilities are summarized in
Table II and Table III, respectively.

D. Assurance Metrics and Level Calculation
The Assurance metrics is calculated as the difference of

security requirement metrics and vulnerability metrics using
(5).

AM = RM − VM that is,

AM =

(
n∑

i=1

(wi ×
m∑
j=1

fij)

)
−

(
d∑

k=1

(rk ×
p∑

l=1

ekl)

)

Thus, the assurance metrics for the discussion forum
application can be calculated using the security requirement
measurement in Table II and the vulnerability measurement in
Table III as follows:

AM =

(
11∑
i=1

(wi ×
m∑
j=1

fij)

)
−

(
10∑
k=1

(rk ×
p∑

l=1

ekl)

)
= 73− 108.1 = −35.1

TABLE II. MEASUREMENT COLLECTED FOR ALL SEC. REQUIREMENTS

No. Security Requirements Weight Fulfillment RM =
73

1 Architecture, design
and threat modelling

10 1 10

2 Authentication 8 3 24
3 Session management 5 4 20
4 Access control 7 1 7
5 Malicious input han-

dling
5 1 5

6 Cryptography at rest 4 0 0
7 Error handling and log-

ging
7 1 7

8 Data protection 4 0 0
9 HTTP security configu-

ration
4 0 0

10 File and resources 4 0 0
11 Configuration 4 0 0

AM can be minimum if RM is minimum (zero) and VM
is maximum. AM , on the other hand, can be maximum if VM
is minimum and RM is maximum. Thus, the minimum value
of the assurance metrics (AMmin) for the case study can be
calculated as follows:

AMmin = RMmin − VMmax = 0− 142.5 = −142.5 (6)

The maximum value of the assurance metrics (AMmax) for
this case study can also be calculated as follows:

AMmax = RMmax − VMmin = 255− 0 = 255 (7)

The normalized assurance metrics (AMnorm) can be calcu-
lated in the range of 0 to 10 using the min-max normalization
formula as follows :

AMnorm = ( AM−AMmin

AMmax−AMmin
(AMnewmax −

AMnewmin)+AMnewmin) = (−35.1−(−142.5)
255−(−142.5) (10−0)+0) =

1074
397.5 = 2.7

Security assurance levels: For some purposes, it is
useful to have a textual representation of the security assurance
metric value of an application. Five subjective categories
of assurance metrics and their corresponding values can be
represented as follows:

1) Very low (0-0.9)
2) Low (1 - 3.9)
3) Medium (4 - 6.9)
4) High (7 - 8.9)
5) Very high (9 - 10)

As an example, the security assurance metric of the dis-
cussion forum application (2.7) has an associated security
assurance level of Low.
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TABLE III. MEASUREMENT COLLECTED FOR ALL VULNERABILITIES

No. Threats/vulnerabilities Av Ac Pr UI S C I A CVSS
Base
Score

Existence VM=108.1

1 Web server generic
XSS

N L N R C L L N 6.1 2 12.2

2 Web server transmits
cleartext credentials

N L N N U L L L 7.3 1 7.3

3 Application error dis-
closure

N H N N U L N N 3.7 2 7.4

4 Directory browsing N L L N U H N N 6.5 2 13
5 Cookie no HttpOnly

flag
N L N N U H N N 7.5 1 7.5

6 SQL injection vulner-
ability for the SQL-
Database

N L L N C L L N 6.4 1 6.4

7 Lack of input valida-
tion

N L N R C L L N 6.1 5 30.5

8 Data tampering N H N N U H H N 7.4 1 7.4
9 Elevation of privilege

using remote code ex-
ecution

L L L N U H H H 7.8 1 7.8

10 Network eavesdrop-
ping/Sniffing

N L N N U H L L 8.6 1 8.6

VI. DISCUSSION

In this study, we have investigated the quantitative se-
curity assurance metrics using two dimensions of metrics
to represent an overall security assurance: vulnerability and
security requirement. In particular, vulnerability represents the
negative aspect that leads to a reduction of the assurance
level, and security requirement improves the assurance posture.
Our approach employed both GQM and CVSS methods for
metric definition and calculation. While the GQM is used to
construct measurement items for security requirement metrics
and assess the fulfillment of security requirements, CVSS is
used to quantify the severity of vulnerabilities according to
various attributes.

A case study is provided in this work, which measures the
overall security assurance of the discussion forum application
using our approach. The security assurance process was fol-
lowed to measure and evaluate the degree of trustworthiness of
the application. Specifically, we conducted a systematic threat
modelling processes of the discussion forum application, test
case definition, measurement collection, and security assurance
metrics calculation. However, this work did not consider the
security of the underlining infrastructure, non-technical attack
vectors, new attacks, etc.

VII. CONCLUSION AND FUTURE WORK

This paper has presented a quantitative approach for
defining security assurance metrics that provides a high level
security assurance evaluation and distinguishes two perspec-
tives: security requirement metrics and vulnerability metrics.
The metrics reflect the strengths of the protection mechanisms
and the severity of vulnerabilities that impact a target of
evaluation. Specifically, we adopted the GQM method to
estimate and quantify the level of protection, and the CVSS to
quantify the vulnerability severity. The methodology described
a process for security assurance evaluation emphasizing the

role of security requirement metrics to probe the correctness of
deployed security measures, vulnerability metrics to measure a
severity level of a system vulnerability, and security assurance
metrics. The computation of the assurance metric is focused
on the current security state of a target of evaluation in order
to consider the system dynamics in a particular time, e.g., the
level of protection mechanisms and vulnerabilities.

This work has also conducted a case study on the discus-
sion forum using the approach, and the results show that it
is important to utilize a variety of tools, as well as conduct
manual testing in order to find and test the most number
of vulnerabilities and verify security requirements in a web
application. This can assist organizations to evaluate the overall
security assurance of a system and result in a measure of con-
fidence that indicates how well a given system at a particular
time meets particular security goal.

Our future work aims at automating the security assurance
process and developing a platform that creates a network of
systems based on testing scenarios, records the test execution
and analyses its results, and scores the assurance level.
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Abstract—Improving privacy protection by using smart
methods has become a major focus in current research.
However, despite all the technological compensations through
analyzing privacy concerns, the literature does not yet provide
evidence of frameworks and methods that enable privacy
protection from multiple perspectives and take into account
the privacy of sensitive data with regard to accuracy and
efficiency of the general processes in the system. In our work,
we focus on sensitive data protection based on the idea of a
Self-Organizing Map (SOM) and try to anonymize sensitive
data with Genetic Algorithms (GAs) techniques in order to
improve privacy without significantly deteriorating the
accuracy and efficiency of the overall process. We organize the
dataset in subspaces according to their information theoretical
distance to each other in distributed local servers and then
generalize attribute values to the minimum extent required so
that both the data disclosure probability and the information
loss are kept to a negligible minimum. Our analysis shows that
our protocol offers clustering without greatly exposing
individual privacy and causes only negligible superfluous costs
and information loss because of privacy requirements.

Keywords-Privacy-preserving; Big Data; Clustering;
Kohonen's map; SOM; Genetic Algorithms.

I. INTRODUCTION

Owing to communal advantages, privacy-preserving data
mining in e-business applications is very attractive [3][26].
The huge volume of data in e-business holds by big data and
data mining methodologies. Data mining tasks can lead to
the identification of data subjects as well as the disclosure of
personal data. To address this problem, at first sight,
contradicting requirements, privacy-preserving data mining
techniques have been proposed [1][11][21]. Presenting
privacy measures within data mining tasks enable them to
become more popular and widespread; however, such
measures may bring considerable costs and some difficulties
concerning the topic of privacy-preserving systems. First,
privacy measures require extra computational and storage
costs that contribute to the scalability issues. Also, due to
the privacy-preserving measures, it becomes an issue to run
protected operations with reasonable accuracy [4].

Among the most popular algorithms in the data mining
research community address, soft computing methods seem
to be more capable to bring optimal solutions [2]. They

apply generalization and suppression methods to the original
datasets in order to preserve the anonymity of individuals
data refer to. Privacy-Preserving on distributed data is
important for both online companies and users due to
mutual rewards. However, companies do not want to give
up competitive knowledge advantages or violate anti-trust
law [5].

Among data mining tasks, SOM as an unsupervised
competitive learning works well on dividing an input data
into closest clusters. SOM cluster approach improves the
online computational complexity and expands the scalability
of the recommendation process [24]. To implement SOM
safely, we design our method based on the Genetic
Algorithm. GAs [15] have recently become increasingly
important for researchers in solving difficult problems. GAs
could provide reasonable solutions in a limited amount of
time. They are adaptive heuristic search algorithms derived
from the evolutionary ideas of natural selection and genetics
[6]. In this study, we propose a method for hiding sensitive
data on Horizontally Distributed Data (HDD) among
multiple parties without greatly jeopardizing their
uniqueness. We assume that n users' preferences for m items
are horizontally partitioned among L parties. Users are
grouped into various clusters using SOM clustering off-line.
After determining n's cluster, those users in that cluster are
considered the best similar k users to each other. As off-line
costs are not critical to the success of overall actions, our
scheme performs GA reducing computations off-line. We
analyze the scheme in terms of privacy and performance and
perform real-data-based experiments for accurate analysis.
Using our method, the local servers can overcome coverage
and accuracy problems through partnership. Additionally, as
they do not reveal their private data (by running our GA
method) to each other, they do not face privacy issues. Let T
be the whole data which is partitioned between K
companies. Each local unit L holds TL, where TL is a nL×m
matrix, k = 1, 2, ..., L; and nL shows the number of users
whose data held by the unit L. Thus, each local unit L holds
the ratings of nL users for the same m items. Figure 1 shows
the first glance of the proposed model in this paper.

The contributions of the paper can be listed, as follows: (i)
we propose a novel SOM method utilizing hiding sensitive
items of information to alleviate privacy-preserving
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problems. (ii) We employ privacy-preserving measures to
provide a sufficient level of privacy to individuals. (iii) We
show the applicability of soft clustering techniques to the
distributed framework to overcome scalability issues. (iv)
We also show a comparison among utilized Traditional
SOM technique with the proposed method. To the best of
our knowledge, our paper presents the first analyses and
evaluation on hiding sensitive information in SOM-based
clustering on a distributed framework using GAs.

The remainder of this paper is organized as follows:
Related work on privacy-preservation in SOM computing is

reviewed in Section II. Section III discusses some technical
preliminaries employed in the sequence of this paper. The
presented protocol to protect transaction data against
sensitive item disclosure based on Genetic Algorithms is
described in Section IV. In Section V, we evaluate the data
utility of the proposed protocol with real datasets. Finally,
in Section VI, we summarize the conclusions of our study
and outline future research directions.

II. RELATED WORK

To preserve privacy for partitioned data some methods
have already proposed. Such studies help data owners
cooperate when they own inadequate data and need to
combine their fragmented data for improved facilities. A
privacy-preserving ID3 algorithm based on cryptographic
techniques for horizontally partitioned data is proposed by
Lindell and Pikans [22] and followed by Clifton [5].
Vaidya and Clifton [27] presented privacy-preserving
association rule mining for vertically partitioned data based
on the secure scalar product protocol involving two parties.
Privacy-preserving Naïve Bayes classier is also another
common method to solve privacy issue in partitioned data
[8][19][30].

SOM suffer from its considerable amount of
communications in training steps that account for some

security and privacy gaps. The number of studies on
privacy-preserving in SOM is limited. The first study on
solving this issue on SOM has been done by Han [13] that
proposed a protocol for two parties each holding a private,
vertical data partition to jointly and securely perform SOM.
Kaleli and Polat[18] proposed a Homomorphic encryption
privacy-preserving scheme to produce SOM clustering-
based recommendations on vertically distributed data
among multiple parties. They use this encryption, which is
employed to privately encrypt and decrypt user vectors to
avoid exposing of individual data. Bilge and his partners [4]
focus on privacy-preserving schemes applied on clustering-
based recommendations to produce referrals without greatly
jeopardizing users’ privacy. They investigate the accuracy
and performance consequences of applying RPTs to some
clustering-based CF schemes. Kaleli in [17] proposes offline
SOM clustering with least jeopardizing the secrecy. He used
the offline local server to run SOM independently in order
to decrease the number of communications.

Soft computing methods in recent years brought novel
results in privacy-preserving issue in different scenarios.
One of the novel soft techniques is GAs. GAs are the search
techniques, which are designed and developed to find a set
of feasible solutions in a limited amount of time [29]. Fewer
studies have adopted GAs to find optimal solutions to hide
sensitive information. Han and Ng [12] presented a privacy-
preserving genetic algorithm for rule discovery for
arbitrarily partitioned data. To achieve data privacy of the
participant parties, secure scalar product protocols were
applied to securely evaluate the fitness value. Dehkordi [6]
introduced a new multi-objective method for hiding
sensitive association rules using GAs. The objective of their
method is to support the security of database and to keep the
effectiveness and certainty of mined rules at the highest
level. In the proposed framework, four sanitization
strategies were proposed with a different criterion. Lin et al.

.

.

.

GA hiding processTraining SOM

Training SOM
GA hiding process

Training SOM GA hiding process

Remounting process based on references vector

Training SOM

Figure 1. Overall scheme of GASOM protocol.
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[20] compact pre-large GA-based algorithm to delete
transactions for hiding sensitive items is thus proposed.
Their method tries to refine the limitations of the
evolutionary process by adopting the compact GA-based
mechanism and also the pre-large concept.

To the best of our knowledge, there is no work to date on
a privacy-preserving version of SOM using GAs in
distributed servers. In this paper, we propose a protocol for
multiple parties each holding a private, horizontal data
partition to jointly and securely perform SOM. We prove
that our protocol is correct and safe in front of some defined
privacy attacks.

III. PRELIMINARY CONCEPTS

In this section, we review some technical preliminaries
employed in our designed algorithms that are used in the
sequence of this paper.

A. Problem definition

One of the most common techniques used to protect
personal knowledge from disclosure in data mining is
Hiding sensitive data [20]. In this paper, a hiding utility
algorithm is proposed to hide sensitive items through
optimal transaction deletion. To evaluate whether the
transactions are required to be deleted for hiding the
sensitive items, the hiding failure parameter is thus
concerned. The transactions with any of the sensitive items
are first evaluated by the GA algorithm designed to find the
minimal hiding failure values among transactions. These
transactions will be directly removed from the database. The
procedure is thus repeated until all sensitive items are
hidden. The reduced dataset is then sent for SOM training
by local servers.

Definition 1. (SOM training) The SOM architecture entails of
two fully connected layers: an input layer and a Kohonen's
layer also called topology-preserving maps [31]. The steps
of SOM clustering algorithm and the constants used in the
algorithm are described in the following [9].

Based on the constants defined by Haykin [14], to find the
Kohonen's layer neuron a random object x is selected from
input data X and the winning Kohonen's Neuron (KNi) is
determined by the computed minimum Euclidean distance
between x and Wj using (1) as follows. Wj represents initial
weights chosen randomly among objects in X for j = 1, 2,
…, T, where T shows a number of neurons in Kohonen's
layer and s show an iteration:

���
(�)

= min��(�) −��
(�)
� (1)

Update the weight vectors of all neurons by using (2), as
follows:

��
(���)

= ��
(�)

+ �(�)ℎ�.�(�) �� −��
(�)
� (2)

where ��.�(�) is the neighborhood function g(s) and ��.�(�)

are computed using (3) and (4), as follows:

�(�) = �� exp(−� ∕ ��)). � = 0. 1.2. … (3)

ℎ�.�(�) = exp�−
��.�
�

2��(�)
� ��� �(�) = �� �−

�

��
� (4)

Repeat from all these steps until no noticeable change in the
future map.

Definition 2. The input and output of the proposed protocol
GA-based SOM (GASOM) including two algorithms are
defined as:
Let T be the original database, a minimum support threshold
ratio MST, and a set of sensitive items to be hidden �� =
{���.���.⋯ ���} . Let all of these parameters be input
values, and �* be reduced database with least and hided
sensitive information as the output of genetic algorithm and
the input dataset for SOM clustering algorithm.

Definition 3. (hiding failure value) To evaluate the hiding
failures of each processed transaction in the sanitization

process, the α parameter is used to evaluate the hiding
failures of each processed transaction in the sanitization
process. Figure 2 shows the relation of the main dataset and
its intersection with reduced datasets.

When a processed transaction contains a sensitive item, the
Sum of the α value for the processed transaction �� is

calculated as:

��(��) =
����� − ����(��) + 1

����� − ⌈ |�| × ��� ⌉ + 1
(5)

where ��� is defined as the percentage of the minimum
support threshold, sensitive items �� is from the set of
sensitive items SX, MAX is the maximal count of the
sensitive items in the set of sensitive items ��, | �| is the
number of transactions in the original database, and
����(��) is the occurrence frequency of the sensitive items
��. The overall α value for transaction j is calculate as: 

�� =
1

� ��(��)
�

���
+ 1

(6)

Definition 4. (fitness function) to find the optimal

transactions including sensitive items to be deleted, the

genetic algorithm needs a novel fitness function. Base on

the[16] the fitness function calculates as:

Fitness function= �1� +�2� +�3� (7)
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where w1, w2, w3 are weighting parameters, defined by
users. � value calculate by formula 2. � is another factor as
the number of missing items and � is the number of artificial
items. Based on the power of SOM clustering in safely
training phase and keeping complexity simple in distributed
execution, we define W1=1 and ignore the other factors.

B. Privacy attacks

User’s data is considered to be protected effectively when

an adversary could not identify a particular user’s data

through linkages between a record owner to sensitive

feature in the published data [25]. Thus, these linkage

attacks can be classified broadly into three types of attack

models namely Record Linkage, Attribute Linkage and

Table Linkage [28]. The proposed protocol in this paper

aims to resist in front of Table Linkage sort of attacks.

Definition 5. (privacy attack) In all types of attacks, it is

assumed that opponent knows the QIs (Quasi-identifiers) of

the victim. If an opponent is talented to link a record holder

to the published data table then such kind of privacy risk is

known as Table linkage [28]. In this scenario, the attacker

tries to govern the occurrence or nonappearance of the

victim’s record in the released table. To prevent table

linkages privacy models such as δ-presence, ε-Differential 

privacy, (d, γ)-privacy and distributional privacy can be 

used. Our strategy in designing the method is trying to

finding the optimal subsets to be deleted from the dataset, in

order to preserve the data in front of such an attack.

C. Loss metric

Preventing sensitive item revelation may reduce the utility

of data, as it involves data transformation [10]. One way is

by measuring the difference between original data and

transformed data, also called general purpose metrics, such

as Generalization Cost, Normalized Average Equivalence

Class Size, Normalized Certainty Penalty, and Information

Loss Metric. For this paper, general purpose metrics apply

to evaluate the information loss in this paper.

Definition 6. The information loss (�� ) for a distributed

GASOM partitioned and refined protocol is defined as

∑ ���(�∗) − ���(�)� where �∗ is the optimized and reduced

dataset of �, and ���(�) denotes the number of transactions

contained by �.

Definition 7. The information loss for a sensitive item � is

defined as ��(�) = ���(�. �∗) where ���(�. �∗)denotes the

number of transactions that contain sensitive item � .

Accordingly, the information loss for an anonymized

integration dataset � is defined as:

��(�) = � ��(�) +

������

���(�)

���

(8)

where ��� is a set of items to be hide in the transactions
defined by administrator. The IL measures the information
loss of item hiding process through the number of sensitive
items. The larger the IL is, the less certain the results are
relating to the true information of trajectories and
transactions.

IV. PROPOSED SOLUTION

In this section, we represent our distributed SOM-based
protocol (GASOM) to protect transaction data against
sensitive item disclosure based on Genetic Algorithms. It
consists of two phases. First, eliminating sensitive items
disclosure through our Genetic Algorithm designed for this
purpose. Second, securely SOM training datasets by
applying a horizontally distributed map in order to reduce
the number of communication among local units. We
assume that adversaries hold limited knowledge of the
victim, such as the work-class that the victim has previously
filled in tax forms and also know the corresponding public
items that the victim purchased.

A. Eliminate sensitive items disclosure

In this paper, a sensitive data hiding approach GASOM
based on the genetic algorithms is thus proposed to find the
appropriate transactions to be deleted for hiding sensitive
items. The sensitive items to be hidden can be defined as
�� = {��1. ��2.⋯���}. In the proposed GASOM for
hiding the sensitive items through transaction deletion, the
support count of a sensitive item must be below the
minimum support threshold (MST), in which each
transaction to be deleted must contain any of the sensitive
items in SX. Base on this concept, we assume each
transaction from T as a chromosome. A chromosome with
� genes is thus designed that is compatible with the m
attribute in the real dataset to be solved. Each gene
represents a positive integer of transaction ID (TID) value as
a possible transaction to be deleted.

The general steps of this algorithm are as follows:

α
Reduced
dataset

Sensitive items Dataset

Figure 2. Hiding failure parameter.
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Algorithm 1. GA dataset reducing
INPUT: T, SX, MST
OUTPUT: a reduced dataset T*
1. Define the sensitive items as SX
2. for all the transaction Ti in T

If Si ∈ Ti
Project Ti from T to T '

End if
End for
# initialize probability vector for each transaction Ti in T '
3. for all transaction Ti in T '

Define p[i]=1
End for
4. Repeat

# call GA function to compete for two transactions with
default crossover and mutation approach

from T '
1. randomly selecting TA and TB from T '
2. compete for TA and TB by the fitness function
For all transaction in T '

Increase p[i] by 1/[ T '] for winner transactions
decrease p[i] by 1/[ T '] for loser transactions

End for
Until termination condition is not satisfied
#termination condition is reaching MST threshold

In competition process, each time two individuals are used
for competition (in step 4). This approach can reduce the
population size to speed up the evaluation process. As long
as the termination condition is not satisfied, two other
chromosomes are then generated again and compete on the
probability of selected transactions in the winner
chromosome. The final vector P as the output of this
algorithm represents the probability of each transaction to
delete from the main dataset.

B. Applying SOM clustering on a reduced dataset

The corporations, exclusively malicious ones,
participating in distributed services attempt to derive
information about each other’s data. They can try to obtain
useful information from interim results or final predictions.
To protect data owners’ confidentiality, our proposed
scheme has to overcome privacy attacks. We use a two-step
approach, where we cluster data off-line using SOM
clustering (horizontally distributed) and utilize a genetic
algorithm to hide sensitive items. We perform as many
works as possible off-line to improve online efficiency.
Also, with this technique, we reduce the number of
communications in a network that known as on the most
challenges in SOM. After determining local units online,
clustering is estimated based on the users’ data in local
clusters.

The basic steps of our proposed protocol are as follows:

Algorithm 2. HDD SOM

INPUT: main dataset T
OUTPUT: - Index and reference vectors
(up to the request by central unit)

- Local SOM clusters
1. Each local unit apply Algorithm 1 to get
reduced safe database T*

2. Local unit i apply SOM algorithm on Ti*on the
local data to obtain local clusters and also a reference

vector (to send to central unit)
3. In case of a request from the central unit, the local
index i
send reference vector to the central server that will

represent the original data
4. The central unit remounts the dataset based on the
reference vector sent by local units and applies SOM
algorithm again to obtain a final output.

In step 1, algorithm 1 applies on each local dataset to get a
reduced dataset T* which hide sensitive data. Applying
genetic algorithm locally reduce the execution time which is
a crucial factor especially in distributed networks. Then, in
step 2, traditional clustering applies in each local dataset.
These datasets are horizontally held same attributes. Thus,
the algorithm applies to each subset, obtaining a reference
vector and also locally trained clusters. This is the first time
of applying SOM on the dataset and later in central unit
another SOM training run to identifying the existing
clusters. In case of a request from the central unit, in step 3,
an index vector corresponding to the closest vector will be
select and store in reference vector. This vector is very
similar to the original object and in this way, data topology
which is important will be kept. These vectors will be sent
to the central unit and finally, in step 4, central unit combine
these partial results and remount the dataset to obtain the
main topology which is partially different with the original
object but is very similar and more importantly protected.
By applying another traditional SOM clustering method, the
central unit could reach final output which all the clusters in
all the unit exist and also sensitive data are hidden without
losing accuracy.

V. EXPERIMENTS

In this part, we evaluated the data utility of the proposed
protocol with real datasets. Also, privacy protection and
information loss of the algorithm were tested. It should be
noted that all the experiments accomplished on a local
server and the idea of Algorithm 2 will be test in future
works.

A. Experimental data

The test environment used for our initial Experiments was

a VM/ Linux Ubuntu platform with 4 vCPU in Intel(R)

Xeon (R) E5-2650 v4 processor and 4 GB memory. Two

real database Adult [7], and Bank Marketing Dataset [23] is
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SOM clustering on dataset T SOM clustering on dataset T*

used to evaluate the performance of the proposed algorithms

in terms of the privacy and also the execution time as well

as the accuracy of clustering operations. The details of these

databases are shown in Table 1.

TABLE 1. EXPERIMENTAL DATASETS
Database Transactions Attributes Area Missing

value
Adult 48842 14 Social Yes
Bank Marketing 45211 17 Business N/A

At first level, we weighed the execution times of proposed
GA method that is a discussing topic in privacy issues.
Genetic Algorithms are time-consuming and this factor
significantly influences toward the goodness of the protocol.
We tried to apply an optimal fitness function to promote the
complexity. The execution times obtained using the
proposed genetic algorithm are then compared under
different minimum utility thresholds with a fixed rate of
sensitive percentage 5% for the database is shown in Figures
3 and 4.

With increasing factor of MST Runtime is reduced, which
naturally means reducing the level of data safety. In this
experiment, the number of transactions is relatively equal,
but the features and conditions used to define sensitive data
are more complex in the Bank Marketing dataset. So, results
amount to a significant increase in runtime in Figure 3.

Figure 3. Execution time for adult data set with various minimum support
thresholds.

Figure 4. Execution time for adult data set with various minimum support
thresholds.

Runtime is affected by the number of sensitive properties
and validating conditions, but in general, the complexity of
the algorithm is acceptable, especially as it runs locally on
the server and does not add a bootloader to the system.

To evaluate the precision of the proposed algorithm,
results are compared with those of traditional SOM
clustering. Experiments were carried out using MATLAB
8.5 as well as SOM TOOLBOX. we set the radius of lattice
to 3/2; and network topology to the hexagonal lattice, which
is default topology in the MATLAB toolbox, and the
optimum cluster number as three [17].

For the first experiments of our protocol, a test set of adult
datasets has been used, which includes 1000 tuples with 14
attributes. Age and work-class are considered as sensitive
attributes. A similar implementation of the Bank Marketing
database was created with 3000 tuples and 17 properties.
Sensitive features in this experiment were defined on three
items of gender, age, and occupation, in order to verify the
accuracy of the output of the genetic algorithm defined by
the complexity of the sensitive items.

The neural network was implemented through MATLAB
with the SOM toolbox and the attributes were represented in
numeric format. The approach followed by firstly selecting
the tuples matched with sensitive criteria, optimally hide
those records with the genetic algorithm proposed. On our
initial experiments, we cluster the data set only at the
begging of the algorithm. In that case, the time needed for
the hiding of the sensitive items in the dataset is depicted in
Figures 3 and 4.

Afterward, the use of the neural network for training the
partitioned dataset has been tested. Figures 5 and 6 show the
U-Matrixes of clustering scheme of the two databases
before and after data hiding task.

Figure 5. The U-Matrixes of traditional and proposed SOM clustering
simulated on the Adult dataset.
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Figure 7. The Weight Position vectors of traditional and proposed
SOM clustering simulated on Adult dataset.

Dataset T Dataset T*

Figure 6. The U-Matrixes of traditional and proposed SOM clustering

simulated on Bank Marketing dataset.

It is clearly shown that the difference between weighting
distance in found clusters is not too much, however, it is
affected by the size of the database. Figures 7 and 8
demonstrate the certainty penalty of the weight positions
which is significantly increased by parameter weight. A new
well-promising algorithm which takes into account the
above assumption with less penalty in similarity of results is
being studied and it is expected to be even more efficient.

To validate the proposed algorithms, besides the visual
comparison of the trained map and U-Matrix between
classic SOM and proposed approach, some other
comparative criteria were used including average
quantization error between data vectors and BMUs on the
map and topographic error counting of errors obtained in the
application of the algorithm over the datasets. In the next
section, these accuracy measure results are presented.

B. Analysis of information loss and privacy

The well-known datasets Adult and Bank Marketing were

used in a variety of privacy-preserving studies. Adult dataset

It presents 48842 instances containing personal data with 14

attributes. We defined the sensitive items in this trial

experiment as the age of the people under 30 with work-

class 'Private'. Firstly, the dataset was analyzed initially

using proposed GA method to extract a probability vector

indicating the rate of failing in hiding sensitive items. The

user then could decide about the rate of deletion from the

dataset, which defined as MST in the proposed algorithm.

Dataset was then horizontally partitioned, each containing

all the attributes. In this phase, we implement experiment on

a local server with 1000 tuples, both plan, and hexagonal

lattice. For Bank Marketing dataset with 45211 instances

and 17 attributes a similar criterion defined for age, job and

marital attribute to test the influence of complexity of

sensitive criteria on final results. 3000 tuples used for this

experiment with the equal condition on the local server.

Maps size was defined by SOM Toolbox, based on data

distribution in input space. In our experiments, maps were

randomly initialized and batch SOM was used. We defined

the constant fixed for both classic and proposed SOM as

sigma initial=2 and sigma final=1 and trainlen defined to 1

epochs. Table 2 summarizes the clustering quality measures.

TABLE 2. COMPARING THE ACCURACY OF CLASSIC SOM AND
GASOM

Dataset Method QE TE
Adult Classic

SOM
0.0798 0.2290

GASOM 0.0943 0.1435
Bank
Marketing

Classic
SOM

0.193 0.042

GASOM 0.135 0.088

SOM clustering on dataset T SOM clustering on dataset T*

Figure 8. The Weight Position vectors of traditional and proposed SOM
clustering simulated on Bank Marketing dataset.

Dataset T Dataset T*
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QE represents the average quantization error and TE
represents the topological error. These results prove the
usefulness of GASOM in keeping the clustering quality
beside the improvement of protection. Also, to prove the
protection level of the dataset, the difference between the
number of sensitive items before and after hiding task in
genetic algorithm calculated as follows:

�������|�∗|

�������|�|
(9)

where T* is the reduced dataset and T is the main dataset
before hiding task. The result of (9) is always near to zero
which proves the goodness of the proposed method of
hiding the sensitive items. Although the results of
experiments prove the usefulness of proposed protocol, try
to refine the methods in order to keep the accuracy of
clustering and the execution time sounds imperative. Figure
9 represents a comparison between the relation of hiding
factor and Minimum Support Threshold (MST), which
demonstrates privacy protection decrease with increasing
the MST.

Figure 9. The relation between two factors of MST and Hiding Failure to
check the information loss in front of privacy level.

Therefore, the boundary of information loss and privacy
level are opposite and should be calculated and selected
according to the requirements and conditions of the current
database. Linkage attack by applying this protocol is
completely deniable. The quasi-identifier for our method is
defined as the whole subset of attributes that can uniquely
identify a record. So, an attacker cannot find the complete
quasi-identifier which we have already change with our GA
method. However, this method is just a try to check the
goodness of proposed GA methods in finding the sensitive
items. Although the accuracy of GASOM is relatively
acceptable, some other techniques like fuzzifying the
optimal subset found by fitness function seem to be useful
to implement to avoid of eliminating those transactions from
the database.

VI. CONCLUSION AND FUTURE WORK

The crucial need for smarter approaches to analyze data
distributed among several sites is obvious. This issue beside
the increasing importance of privacy-preserving becomes
much complicated. In this paper, a hiding sensitive
technique for SOM clustering approach for partitioned data
is thus proposed to hide the sensitive items using Genetic
Algorithms. To determine the goodness of a transaction, a
flexible fitness function with adjustable weights is also
designed to consider the general side effect of hiding failure.
Our offerings in this paper can be summarized as follows:
First, a sanitization process to find the sensitive items from
the main dataset will be done in order to shape a probability
vector indicating the chance of each transaction to be
deleted from dataset to hide the sensitive data. Second, the
reduced dataset will be trained by local SOM to shape the
topological map and finally the central unit merge the
results of the local unit based on the reference vectors sent
by local units to integrate the final clusters. Experiments are
conducted to show that the proposed GASOM protocol
beats better than classic algorithms considering the criteria
of side effects but the execution time.

Final results demonstrate that the proposed protocol
obtained similar results to those of classic clustering
algorithms. The results of privacy protection prove the
power of proposed GA methods. However, it is still
necessary to find a more effective solution to keep the
privacy with less information loss. Further research will
include applying this protocol on distributed units and also
trying a different soft based method like swarm intelligence
to compare with the results of GA method form the privacy
point of view. In this version of protocol, sensitive items
defined by users which is context-based. In future works, we
want to consider more details about these sensitive items
regarding ownership, personal and semi-context sensitive
data. Also, it makes a lot of sense to propose some way to
change just a small portion of the database instead of
deleting those records to reach all the goals defined in this
paper at the same time. In this way, we want to integrate our
protocol to some other machine learning techniques, such as
fuzzy sets to refine the triple goals of privacy, accuracy, and
speed. It should be noted that all the experiments
accomplished on a local server and the idea of Algorithm 2
will be test in future works.
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Abstract — Network steganography is a relatively new
discipline which studies different steganographic techniques
that utilize network protocols for data hiding. Internet of
Things (IoT) is a concept which integrates billions of embedded
devices that communicate to each other. To the best of our
knowledge, there are not many attempts that utilize existing
network steganographic techniques in protocols specifically
created for IoT. Therefore, in this paper, we present several
new covert channels that utilize the Constrained Application
Protocol (CoAP), which is a specialized Web transfer protocol
used for constrained devices and networks. This protocol can
be used regardless of its transport carrier (Datagram
Transport Layer Security - DTLS or clear UDP – User
Datagram Protocol). The suggested covert channels are
categorized according to the pattern-based classification, and,
for each covert channel, the total number of hidden data bits
transmitted per CoAP message or its Packet Raw Bit Rate
(PRBP) is given.

Keywords-CoAP; network steganography; covert channels;
data hiding.

I. INTRODUCTION

Network covert channels are used to hide data in
legitimate transmissions in communication networks by
deploying different network protocols as carriers and
concealing the presence of hidden data from network
devices. Covert channels (first introduced by Lampson [8])
can be divided in two basic groups: storage and timing
channels. Storage covert channels are channels where one
process writes (directly or indirectly) to a shared resource,
while another process reads from it. In the context of
network steganography, storage covert channels hide data by
storing them in the protocol header and/or in the Protocol
Data Unit (PDU). On the other hand, timing channels hide
data by deploying some form of timing of events, such as
retransmitting the same PDU several times, or changing the
packet order.

Network-based covert channels may have black hat or
white hat applications. Black hat applications include
coordination of distributed denial of service attacks,
spreading of malware (for example, by hiding command and
control traffic of botnets), industrial espionage, secret
communication between terrorists and criminals, etc. On the
other hand, white hat applications include covert military
communication in hostile environments, prevention of

detection of illicit information transferred by journalists or
whistle-blowers, circumvention of the limitation in using
Internet in some countries (e.g., Infranet [3]), providing
Quality of Service - QoS for Voice over Internet Protocol -
VoIP traffic [10], secure network management
communication [5], watermarking of network flows (e.g.,
RAINBOW [6]), tracing encrypted attack traffic or tracking
anonymous peer-to-peer VoIP calls [16][17], etc.

Nowadays, there are a plenty of choices in the landscape
of network protocols for carriers. There are several surveys
about different covert channels in many TCP/IP
(Transmission Control Protocol/Internet Protocol) protocols
[12][19]. To the best of our knowledge, there are only a few
papers about network steganographic research addressing
protocols specialized for constrained devices in the IoT
(sensors, vehicles, home appliances, wearable devices, and
so on) [2] [7]. The Constrained Application Protocol (CoAP)
[15] is a specialized Web transfer application layer protocol
which can be used with constrained nodes and constrained
networks in the IoT. The nodes are constrained because they
have 8-bit microcontrollers, for example, with limited
random-access memory (RAM) and read-only memory
(ROM). Constrained networks often have high packet error
rates and small data rate (such as IPv6 over Low-Power
Wireless Personal Area Networks - 6LoWPANs). CoAP is
designed for machine-to-machine (M2M) applications and
its last stable version was published in June 2014 in the RFC
7252 [15]. In fact, it is a Representational State Transfer -
RESTful protocol with multicast and observe support. In this
paper, we try to apply existing network steganographic
techniques for creating covert channels in CoAP.

Wendzel et al. [18] presented a new pattern-based
categorization of network covert channel techniques into 11
different patterns or classes. They represented the patterns in
a hierarchical catalog using the pattern language Pattern
Language Markup Language (PLML) v. 1.1 [4]. In our
paper, we use their classification to characterize our covert
channels.

Covert channels are analyzed through the total number of
hidden data bits transmitted per second (Raw Bit Rate -
RBR), or through the total number of hidden data bits
transmitted per PDU (for example, Packet Raw Bit Rate-
PRBR) [11]. For each new CoAP channel, its PRBR value is
given, where PDU is a CoAP message.

The rest of this article is structured as follows. The
related work is presented in Section 2. Details about the
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CoAP header, messages, functionalities and concepts are
presented in Section 3. The main Section 4 describes eight
groups of new covert storage and timing channels in CoAP,
that can be used regardless its transport carrier (DTLS or
clear UDP). Some possible applications of these covert
channels are also briefly suggested in this section. In Section
5 we present the performance evaluation. We conclude the
paper in Section 6.

II. RELATED WORK

The research on network steganography for IoT has seen
an increased interest recently.

One example for this is the work of Islam et al. [7],
which uses Internet Control Message Protocol (ICMP) covert
channels for authenticating Internet packet routers as an
intermediate step towards proximal geolocation of IoT
devices. This is useful as a defense from the knowledgeable
adversary that might attempt to evade or forge the
geolocation. Hidden data are stored in the data field of the
ICMP Echo Request and ICMP Echo Reply messages.

Some applications of steganography in IoT are not
connected with the protocols themselves, but with the
applications on top of these protocols. For example, Denney
et al. [2] present a novel storage covert channel on wearable
devices that sends data to other applications, or even to other
nearby devices, through the use of notifications that are
normally displayed on the status bar of an Android device.
For that purpose, a notification listening service on the
wearables needs to be implemented. Data are hidden in the
notification ID numbers (32 bits), and their exchange is done
by using two functions notify and cancel. If the notifying
function is immediately followed by the canceling function,
the notification is never displayed to the user although it can
be seen in the log files, so the communication is hidden from
the user who wears the device.

There are several papers that deploy steganography in the
physical and medium access control (MAC) layers of the
IEEE 802.15.4 standard [9][13].

III. HOW COAP WORKS

Similar to HTTP, CoAP uses client/server model with
request/response messages. It supports built-in discovery of
services and resources, Uniform resource identifiers (URIs)
and Internet media types. The CoAP sends a request message
requesting an action (using a Method Code) to the resource
(identified by a URI) hosted on a server. The server responds
to this request by using the response message that contains
the Response Code, and possibly some resource
representation. CoAP defines four types of messages:
Confirmable (CON), Non-Confirmable (NON),
Acknowledgment (ACK) and Reset (RST). These types of
messages use method and response codes to transmit
requests or answers. The requests can be transmitted as
Confirmable and Non-Confirmable types of messages, while
the responses can be transmitted through these and via
piggybacked and Acknowledgment types of messages.

CoAP uses clear UDP or DTLS on transport layer to
exchange messages asynchronously between endpoints. As
shown in Figure 1, each message contains a Message ID

used for optimal reliability and to detect duplicates. A
message that requires reliable transmission is marked as
CON, and if does not, it is marked as NON. The CON
message is retransmitted using a default timeout and binary
exponential back-off algorithm for increasing the timeout
between retransmissions, until the recipient sends an ACK
message with the same Message ID. When the recipient is

Figure 1. a) Reliable CoAP message transmission b) Unreliable CoAP
message transmission.

not able at all to process CON or NON messages, it replies
with a RST message.

CoAP messages are encoded into simple binary format
(see Figure 2). Each message starts with a 4B fixed header,
followed by a Token field, with size from 0 to 8B. Then
comes the optional Options field and optional Payload field.
If the Payload field is present it is preceded by one-byte
Payload Marker (0xFF).

The fields that make up the message header are the
following:

 Version (Ver) - 2-bit unsigned integer that identifies the
CoAP version. Currently it must be set to 01.

 Type (T) – 2-bit unsigned integer that indicates the
message type: Confirmable (0), Non-Confirmable(1),
Acknowledgement (2), or Reset (3).

 Token Length (TKL) – 4-bit unsigned integer that stands
for the length of the Token field (0-64 bits). Lengths 9-
15 are reserved and must be processed as a message
format error.

 Code – 8-bit unsigned integer. It is divided into two
parts: 3-bit class (the most significant bits) and 5-bit
details (the least significant bits). The format of the code
is “c.dd”, where “c” is a digit from 0 to 7 and represents
the class while “dd” are two digits from 00 to 31.
According to the class we can determine the type of the
message, such as: request (0), a successful response (2),
a client error response (4), or a server error response (5).
CoAP has a separate code registry that provides a
description for all codes [1].

 Message ID - 16-bit unsigned integer that is used to
detect duplicate messages and to connect
Acknowledgment/Reset messages with Confirmable/
Non-Confirmable messages.

The message header is followed by the Token field with
variable size from 0 to 64 bits. This field is used to link
requests and responses.

The optional Options field defines one or more options.
CoAP defines a single set of options that are used both for

31Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-661-3

SECURWARE 2018 : The Twelfth International Conference on Emerging Security Information, Systems and Technologies

                           42 / 168



requests and for responses. These are: Content-Format, Etag,
Location-Path, Location-Query, Max-Age, Proxy-Uri,
Proxy-Scheme, Uri-Host, Uri-Path, Uri-Port, Uri-Query,
Accept, If-Match, If-None-Match, and Size1.

The payload of requests/responses that indicates success
typically carries the resource representation or the result of
the requested action.

Figure 2. CoAP message format.

Figure 3. a) Piggybacked response b) Separate response.

There are two types of responses: piggybacked and
separate (Figure 3). If the request is transmitted via CON or
NON message, and if the response is available and
transmitted via an ACK message, then it is piggybacked
response. If the server is unable to respond immediately to
the request, an Empty message (with code 0.00) is sent that
tells the client to stop sending the request. If the server is
able for later respond to the client, it sends a CON message
that must then be confirmed by the client. This is called a
separate response.

Similar to HTTP, CoAP uses GET (with code 0.01),
POST (with code 0.02), PUT (with code 0.03), and
DELETE (with code 0.04) methods.

IV. NEW COVERT CHANNELS IN THE COAP

When someone creates a Covert Channel (CC) in
network protocol, usually uses: a protocol feature that has a
dual nature (i.e., the same feature can be obtained in more
than one way), a feature that is not mandatory, a feature that
can obtain random value, and so on. Therefore, if we use
some of these features, we can create new covert channels in
CoAP. From the beginning, CoAP offers some protection
against network steganography. For example, by introducing
a proper order in the appearance of different options in

message, the steganographic techniques that deploy a
different order of options can not be applied.

CoAP can be applied in different fields, such as: smart
energy, smart grid, building control, intelligent lighting
control, industrial control systems, asset tracking,
environment monitoring, and so on. So, one useful scenario
of application of the CoAP covert channels would be for
support of the authentication of geolocation of IoT devices.
Another possible scenario is clandestine communication
between wearable devices in a hostile environment, for the
needs of the soldiers, or, between nodes in a wireless sensor
network.

As steganography offers security only through obscurity.
A successful attack against any covert channel consists in
detecting the existence of this communication. Next, the new
CoAP covert channels are presented.

A. Covert Channel Using Token and/or Message ID Fields

The Message ID contains a random 16-bit value. In the
case of piggybacked response for CON message, the
Message ID should be the same as in the request, while in
the case of separate response, the server generate different
random Message ID (while the request Message ID is copied
in the first sent Empty ACK message).

The same Message ID can not be reused (in the
communication between same two endpoints) within the
EXCHANGE\_LIFETIME, which is around 247 seconds
with the default transmission parameters.

The Token is another random generated field, with
variable size up to 64 bits, used as a client-local identifier to
make a difference between concurrent requests. If the request
results in the response, the Token value should be echoed in
that response. This also happens in the case when the server
sends separate response. So, we can create an unidirectional
or a bidirectional communication channel between two hosts,
by sending 16 (from Message ID) plus/or 64 (from Token
ID) bits per message (PRBR  {16, 64, 80}). According to
the pattern-based classification [18], this channel belongs to
the following class:

Network Covert Storage Channels
--Modification of Non-Payload
--Structure Preserving

--Modification of an Attribute
--Random Value Pattern

B. Covert Channel Using Piggybacked and Separate
Response

Since the server has a choice for sending piggybacked or
separate response, one can create an one-bit per message
unidirectional or a bidirectional covert channel (PRBR=1),
such as:

 piggybacked response to be binary 1, and
 separate response to be binary 0.

At heavy load, the server may not be able to respond
(sending binary 1), so this covert channel is limited to the
times when the server has the choice. According to the
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pattern-based classification [18], this channel belongs to the
following class:

Network Covert Timing Channels
--PDU Order Pattern

C. Covert Channel Using Payload of the Message

Both requests and responses may include a payload,
depending of the Method or the Response Code,
respectively. Its format is specified by the Internet media
type and content coding providen by the Content-Format
option. The payload of requests or of responses that indicates
success is typically a representation of the resource or the
result of the requested action.

If no Content-Format option is given, the payload of
responses indicating client or server error is a Diagnostic
Payload, with brief human-readable diagnostic message
being encoded using UTF-8 (Unicode Transformation
Format) in Net-Unicode form.

The CoAP specification provides only an upper bound to
the message size - to fit within a single IP datagram (and into
one UDP payload). The maximal size of the IPv4 datagram
is 65,535B, but this can not be applied to constrained devices
and networks. According to IPv4 specification in the RFC
791, all hosts have to be prepared to accept datagrams of up
to 576B, while IPv6 requires the maximum transmission unit
(MTU) to be at least 1280B. The absolute minimum value of
the IP MTU for IPv4 is 68B, which would leave at most 35B
for a CoAP payload (the smallest CoAP header size with
Payload Marker before the payload is 5B, assuming 0B for
Token and no options). On the other hand, constrained
network presents another restriction. For example, the IEEE
802.15.4's standard packet size is 127B (with 25B of
maximum frame overhead), which leaves (without any
security features) 102B for upper layers. The sizes of the
input/output buffers in the constrained devices are another
restriction of the maximal payload. Thus, we can create a
unidirectional or a bidirectional communication channel
between two hosts, by sending a Diagnostic Payload with the
smallest maximal size of 35B per message (PRBR=280).
According to the pattern-based classification [18], this
channel belongs to the following class:

Network Covert Storage Channels
--Modification of Payload Pattern

Another similar channel can be created by encoding the
data in some specific Internet media format (for example,
“application/xml” media type) and sending this format as
payload of a message with appropriate Content-Format
option (41 for “application/xml”).

D. Covert Channel Using Case-insensitive Parts of the
URIs

CoAP uses “coap” and “coaps” URI (Uniform Resource
Identifier) schemes for identification of CoAP resources and
providing a means for locating the resource. The URI in the
request are transported in several options: URI-host, URI-
Path, URI-Port and URI-Query. They are used to specify the

target resource of a request to CoAP origin server. The URI-
host and the scheme are case insensitive, while all other
components are case-sensitive. So, we can create a
unidirectional covert channel between the client and the
server using, for example:

 capital letter in the URI-host option to be binary 1,
and

 lowercase letter in the URI-host option to be binary
0.

Taking into account that a valid Domain Name System
(DNS) name has at most 255B, we can send at most 255B
per message, or in other words, the PRBR of this channel is
up to 255B. According to the pattern-based classification
[18], this channel belongs to the following class:

Network Covert Storage Channels
--Modification of Non-Payload
--Structure Preserving
--Modification of an Attribute
--Value Modulation
--Case Pattern

CoAP supports proxying, where proxy is a CoAP
endpoint that can be tasked by CoAP clients to perform
requests on their behalf. Proxies can be explicitly selected by
clients, using Proxi-URI option, and this role is “forward-
proxy”. Proxies can also be inserted to stand in for origin
servers, a role that is named as "reverse-proxy". So, we can
create similar covert channel using schema and host part
from the Proxi-URI option. A request containing the Proxy-
URI Option must not include URI-host, URI-Path, URI-Port
and URI-Query options.

E. Covert Channel Using PUT and DELETE Methods

The PUT method requires the resource identified by the
URI in the request, to be updated or created with the
enclosed representation. If the resource exists at the request
URI, the enclosed representation should be considered as a
modified version of that resource, and a 2.04 (Changed)
Response Code should be returned. If no resource exists,
then the server may create a new resource with the same URI
that results in a 2.01 (Created) Response Code.

The DELETE method requires deletion of the resource,
which is identified by the URI in the request. Regardless if
the deletion is successful, or the resource did not exist before
the request, a 2.02 (Deleted) Response Code should be send.

If somebody has a known representation of the existing
resource R1 on the server and if he knows that specific
resource R2 does not exist on the same server, a
unidirectional covert channel to the server can be created, in
this way:

 send request with PUT method to create the resource
R1 with enclosed known representation as binary 1,
and

 send request with DELETE method to delete non-
existing resource R2 as binary 0.
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In this way, one bit per message can be sent (PRBP=1).
According to the pattern-based classification [18], this
channel belongs to the following class:

Network Covert Storage Channels
--Modification of Non-Payload
--Structure Preserving
--Modification of an Attribute
--Value Modulation Pattern

F. Covert Channel Using Accept Option

The Accept option can be used to indicate which
Content-Format is acceptable to the client. If no Accept
option is given, the client does not express a preference. If
the preferred Content-Format if available, the server returns
in that format, otherwise, a 4.06 "Not Acceptable" must be
sent as a response, unless another error code takes
precedence for this response. We can create a unidirectional
one-bit per message covert channel (PRBP=1), in this way:

 sending a given message without Accept option to
be binary 1, and

 sending a given message with Accept option to be
binary 0.

According to the pattern-based classification [18], this
channel belongs to the following class:

Network Covert Storage Channels
--Modification of Non-Payload
--Structure Preserving
--Modification of an Attribute
--Value Modulation Pattern

G. Covert Channel Using Conditional Requests

Conditional request options If-Match and If-None-Match
enable a client to ask the server to perform the request only if
certain conditions specified by the option are fulfilled. In the
case of multiple If-Match options the client can make a
conditional request on the current existence or value of an
ETag for one or more representations of the target resource.
This is useful to update the request of the resource, as a
means for protecting against accidental overwrites when
multiple clients are acting in parallel on the same resource.
The condition is not fulfilled if none of the options match.
With If-None-Match option the client can make a conditional
request on the current nonexistence of a given resource. If
the target resource does exist, then the condition is not
fulfilled.

If somebody knows for sure that given condition C1 is
fulfilled (for example, the resource is created or deleted in
previous message) and other C2 is not fulfilled, using either
of If-Match and If-None-Match options, a unidirectional
one-bit per message covert channel (PRBP=1) can be created
in this way:

 sending a given message without fulfilled condition
to be binary 1 (e.g., If-Match + C2), and

 sending a given message with fulfilled condition
(e.g., If-Match + C1) to be binary 0.

According to the pattern-based classification [18], this
channel belongs to the following class:

Network Covert Storage Channels
--Modification of Non-Payload
--Structure Preserving
--Modification of an Attribute
--Value Modulation Pattern

H. Covert Channel Using Re-Transmissions

If we are using CoAP in channels with small error-rate
(to cope with the unreliable nature of UDP), we can create a
unidirectional or a bidirectional covert channel using
retransmissions with PRBP=1, in this way:

 sending a given message only once to be binary 1,
and

 sending a given message two or more times to be
binary 0.

In this way, one bit per message can be sent. According
to the pattern-based classification [18], this channel belongs
to the following class:

Network Covert Timing Channels
--Re-Transmission Pattern

V. PERFORMANCE EVALUATION

Suppose that two IoT devices communicate with CoAP
every t seconds.

TABLE I. PERFORMANCE EVALUATION OF THE NEW COVERT

CHANNELS FOR SENDING THE MESSAGE “HELLO, WORLD!”

No. Type of CC PRBR
Time (s)

t=1s t=5s t=10s

1

CC using
token and/or
message ID
Fields

16 6 30 60
64 2 10 20
80 2 10 20

2

CC using
piggybacked
and separate
response

1 91 455 910

3
CC using
payload of the
message

280 1 1 1

4

CC using case-
insensitive
parts of the
URIs

2040 1 1 1

5
CC using PUT
and DELETE
Methods

1 91 455 910

6
CC using
Accept option

1 91 455 910

7
CC using
conditional
requests

1 91 455 910

8
CC using re-
transmissions

1 91 455 910
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Any covert channel with a given PRBR will need at least
ceil(l / PRBR)  t (s)

for sending a message with length l bits.
We can evaluate the minimum time for sending the

message ”Hello, world!” using the newly suggested covert
channels. The message has length of 13 7-bit ASCII
characters or l=91 bits. Results are given in Table 1.

So, we can see that not all suggested covert channels in
CoAP are able to send short messages in real time, especially
the ones with PRBR=1. Still, the covert channels 3 and 4 can
be used for sending a short message per one CoAP message,
without raising any suspicions. If the time for sending the
message is not so important, one can choose covert channels
1 or 2, without raising any suspicions.

Additionally, we can evaluate the minimum time for
sending the 320x240 raw color image (with 24-bit pixels)
using the newly suggested covert channels. The size of the
image is 225KB or l=1843200 bits. Results are given in
Table 2.

TABLE II. PERFORMANCE EVALUATION OF THE NEW COVERT

CHANNELS WITH PRBR>1 FOR SENDING 320X240 RAW COLOR IMAGE

(WITH 24-BIT PIXELS)

Type of
CC

PRBR
Time(s)

t=1s t=5s

1

CC using
token
and/or
message
ID Fields

16
115200
(32h)

576000
(160h)

64
28800
(8h)

144000
(40h)

80
23040
(6,4h)

115200
(32h)

2

CC using
payload of
the
message

280
6583

(>1,82h)
32915
(>9.1h)

3

CC using
case-
insensitive
parts of the
URIs

2040
904

(15 min)
4520

(76 min)

The results from Table 2 show that most of the new
CoAP covert channels are not quite suitable for sending
images, because of the large transmission time. The covert
channel 3 is the most suitable for that purpose (it will send
225KB image in 15 minutes).

VI. CONCLUSION

New CoAP covert channels are suitable for sending short
messages. CoAP is the first specialized IoT protocol for
which network steganographic techniques are applied.
Considering that IoT will consist of about 30 billion objects
by 2020 [14], CoAP belongs to the group of most exploited
protocols in the forthcoming years, and its traffic will not
raise any suspicions. So, it is important to identify possible

ways of hiding data in it and trying to mitigate them. This
paper deals with the first part, leaving others to try to find a
solution for mitigating presented covert channels. One
solution is the deployment of active and passive wardens.

The next step is implementation and demonstration of
some of these covert channels, to present their functionality
and feasibility.
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Abstract—While new concepts of data analysis bring new oppor-
tunities for technological and societal evolution, they also present
challenges with respect to privacy. Misconduct on personal data
usage, particularly of biometric data, may lead to expose it to
identity thieves or unfair practices. It is necessary to define limits
to the usage of personal data, involving the user actively in the
process of defining and controlling their own data as it is gathered
in the EU data regulation (GDPR). It includes the right for the
user to be informed about the actual use of the data, as it is called
notice and choice. In recent decades, security and privacy design
aspects were analysed and incorporated as building blocks for IT
systems, and now some aspects are mandatory in standardisation
and certification procedures. As a first step towards a Protection
Profile in biometrics meeting GDPR requirements, in this paper
we propose new privacy enforcement concepts and essential
privacy requirements to achieve the goal of designing user-centric
and self-determined privacy management in mobile biometrics.

Keywords–GDPR; privacy; biometric data; sensible data; in-
formed consent; transparency.

I. INTRODUCTION

After data breach public scandals, such as Cambridge
Analytica and Facebook, or the mainstream adoption of Home
Voice Assistants [1], [2], [3], there is increasing social alarm
concerning uncontrolled acquisition of personal data. Concerns
about privacy rose some time ago, since social and individual
liberties are attached to sensitive data, such as biometric data,
as Lane, Stodden, Bender and Nissenbaum (2014) clearly
expose about informational data and privacy [4].

The European General Data Protection Regulation (GDPR)
[5] undermines practices carried out by organisations regarding
the use of personal data and sets rules on informational privacy.
This regulation defines the rights of the owner of the data, as
well as the obligations for organisations responsible for the
acquisition, processing and maintenance of the data. Regarding
the treatment of sensitive data, the regulation is very strict
and precise with the rights that the user has over them.
For instance, processing personal data in categories, such as
political opinions, religious beliefs, and ethnicity is prohibited.
Moreover, GDPR includes the right to control the data, so
individuals have the right to object to the processing of their
data, unless the organisations demonstrate the contrary for
legitimate reasons [6] and [7]. This implies that individuals
must be informed about the use of their data and the organ-
isations must provide the means for the identification of the
data once they are in storage. This regulation presents concepts
on data protection, e.g., purpose binding, data minimisation,

transparency, information security and individual’s rights by
means of consent [7] and [5].

Some aforementioned principles are gathered in the Fair
Information Practice Principles (FIPPs) introduced in the 70s
by the U.S. government, as well as in several previous data
protection laws of European countries. However, the terms are
inefficient in providing users power over their personal data.

In the case of GDPR, one can claim that the term Consent
will be a building block in the development of IT systems for
years to come. The regulation obligates mandatory demonstra-
ble consent for certain purposes, and it can be withdrawn at
any time [5]. In short, the user has the right to access, delete,
customise and choose which personal data are shared without
the current tedious bureaucratic process, or simply having no
option to carry out these actions after having given consent.
Moreover, the regulation sets the user’s right to obtain a copy
of the data (Data Portability), to be informed, and to object if
he/she does not agree with the use of his/her data. In summary,
GDPR is crucial for personal data processing, thus having
an economic impact on companies’ procedures. It should be
mentioned that there are guidelines and methodologies of data
protection models embracing GDPR from a legal point of view,
such as the Standard Data Protection Model published by the
German data protection authorities (DPAs) [8].

With respect to the research agenda, on biometric data
protection and for data holders, it can be summarised in the
following domains: biometric devices, extraction and repre-
sentation of biometric data, privacy, design of trusted systems
[9]. However, for the sake of our scope, we focus our atten-
tion on the last two domains. The former refers to limiting
risks of privacy and civil liberties, whilst offering policies to
enable robust biometric systems. The latter refers to design of
transparent and fair systems for user acceptance accomplishing
social norms. Thereby, new technical mechanisms to limit
personal data usage, and likewise, guidelines in technical im-
plementation of informed consent are urgently to be developed
to translate data accountability into an increasing volume of
businesses.

Biometric data pose key privacy questions as are sum-
marised by Bustard (2015) [6], e.g., what biometric data are
being gathered and by whom? Are data being used solely for
the purpose for which it was gathered? Misuse of biometric
data is extremely dangerous to user privacy. Biometric systems
can reveal health conditions of users, and uniquely identify
users by means of de-anonymising or linking information,
among other examples of hazards.
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For this reason, research communities across different
disciplines have discussed the privacy issue for several years.
Proposals of Artificial Intelligence (AI) governance models for
AI frameworks or standardisation of ethics in AI are under
development [10] and [11]. Additionally, solutions to improve
IT systems, privacy-enhancing technologies, and mechanisms
to embed GDPR requirements, are all being studied in several
European research projects. Technologies on Identity Manage-
ment or Access Control are covered in European projects, e.g.,
PaaSword [12] or CREDENTIAL [13]. In the specific case of
Biometrics, there is ReCRED which seeks to improve access
control solutions relying on the uniqueness of biometrics [14]
and AMBER (enhAnced Mobile BiomEtRics) [15], which
addresses current issues facing biometric solutions on mobile
devices. This includes new methods for user data privacy
protection, to provide data anonymity and usage transparency
with user-centric data management, and to implement informed
consent by organisational and technical means.

In a large part of published documents in standardisation,
security requirements are limited to evaluate risks in aspects,
such as Confidentiality, Integrity, Authenticity, Availability and
the latest added design aspect: Privacy-by-Design. For the
aforementioned reasons on the relationship between privacy
and biometric data, privacy-preserving design aspects besides
those well-known (Anonymity, Unlinkability, Unobservabil-
ity), namely Transparency and Intervenability [8], should be
taken into account in system design that intends to process
biometric data.

In this document, we briefly review some Protection Pro-
files (PP) existing in biometrics, and what privacy require-
ments should be considered, in addition to security aspects,
which already meet some standards. Finally, we focus on the
definition of protection profiles that are the guidelines for
certification of security systems. A set of preliminary concepts
of transparency requirements are proposed, which may be
included in a forward protection profile on transparency for
biometric systems environments. These must be centred on
user privacy management to achieve the goal of implemen-
tation of Informed Consent. We analyse potential threats for
privacy, and we propose informal functional requirements for a
transparent biometric system. Note that the present work does
not intend to define a protection profile to cover all types of
systems, but to be a step to study the inclusion of terms and
requirements defined in GDPR.

The paper is divided as follows: In Section II, background
in protection profiles and standards related to biometric are
briefly described, as well as work done in research and other
disciplines as recommendations for evaluation of biometric
systems. In Section III, we propose the essential privacy
requirements that a biometric system should present for its
performance according to GDPR requirements. In Sections IV
and V, discussion and conclusions are presented along with
future work.

II. BACKGROUND IN PROTECTION PROFILES AND
STANDARDS

In order to have a secure privacy-preserving biometric
system, it must comply with six basic security design aspects
or protection goals, as they are required by any computer sys-
tem: Confidentiality, Integrity of the data, Authenticity, Non-
repudiation, Availability, and Privacy-by-Design. Regarding

privacy, there are precise privacy aspects for privacy-preserving
technology that are: Anonymity, Pseudonyms, Unlinkability
and Unobservability [16].

With the upcoming future changes, new protection goals
are essential to be included during the IT system design stage
to achieve transparent secure privacy-preserving systems, they
are Transparency and Intervenability. Transparency brings the
right of notification, and information of data subjects or users.
Intervenability is a term adopted in [8], which refers to the
right of deletion, correction, and objection by data subjects,
as they are gathered in GDPR, that is, to implement self-
determination into systems. To achieve these two essential
aspects, a possible and logical solution would be to seek
Informed Consent of the user by technical means.

Once the protection goals are defined, there is a question
to be asked: Are these protection goals collected in published
technical standards or in any protection profile in biometrics?

The Common Criteria (CC) is an international standard
(ISO/IEC 15408) that sets security requirements for the eval-
uation of IT products or systems [17]. Under the CC, PP
documents are published for the certification of an IT se-
curity product. These define an implementation-independent
set of security requirements, across different categories such
as: access control devices, databases, and data protection
(e.g., cryptographic modules) among others. According to the
current requirements of the latest version of CC (version 3.1),
biometric systems may perform either enrolment or verification
under the authentication framework. So far, there are published
PPs for biometrics on verification mechanisms and fingerprint
spoof detection. However, PPs span different categories which
enforce security aspects, such as confidentiality, integrity of
data in IT products, thus suitable for biometric systems. Some
of those PPs are for Access Control devices, Encryption Sys-
tems for data protection, Smart Cards (ePassport) or Trusted
Computing. Current PPs, relevant for this paper, under the CC
version 3.1 are:
• BSI-CC-PP-0043-2008 Biometric Verification Mech-

anisms Protection Profile: Describes the functionality
of a biometric verification system, defining its func-
tional and assurance requirements [18].

• BSI-CC-PP-0062-2009 Fingerprint Spoof Detection
Protection Profile: The scope of this Protection Profile
is to describe the functionality of a biometric spoof
detection system in terms of CC [19].

Currently, a CC working group is developing the Essential
Security Requirements (ESR) for biometric products in an
upcoming PP, within which the security requirements do not
depend on biometric characteristics [20].

Other technical standards on IT security techniques have
been published by ISO or ANSI (American National Standards
Institute). Concretely, the Joint Technical Committee SC37 of
ISO is responsible for development of technical standards in
biometrics. This is divided into working groups, each which
works on a different topic, such as: harmonised vocabulary,
biometric technical interfaces, data interchanges formats, and
technical implementations among others.

An example of standards in biometrics that might be inter-
esting to systems that process biometric data, is the ISO/IEC
24745. It provides guidance for protection of biometric infor-
mation during transfer and storage, providing confidentiality,
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integrity and revocability as well as providing guidelines on
the protection of user privacy while processing biometric data.
Also, standards that cover data formats for interoperability
which depend on the biometric modality, or for biometric
presentation attack detection are defined in ISO/IEC 19794-
1:2011 and ISO/IEC 30107-2, respectively [21].

We highlight the standard ISO/IEC 30136:2018 published
recently which provides evaluation of accuracy, as well as
the privacy of biometric templates, establishing definitions to
evaluate the biometric template scheme performance [22].

In the literature, technical mechanisms and protocols to
achieve user-centric management have been proposed in sev-
eral works [23], [24], [25] for different frameworks (e.g.,
identity management in the cloud). The work is based on
information exchange security isolating personal information.
In the context of IoT and Smart cities, Martinez, Hernan-
dez, Beltran, Skarmeta and Ruiz (2017) presented an IoT
attribute-based access control platform which empowers the
user to decide which energy data is shared with other entities
defining XACML-based privacy policies [26]. In the context
of biometrics, the efforts are focused on different areas of
authentication, such as proposing more robust storage mecha-
nisms, improving biometric authentication using cryptographic
schemes, or biometric template protection systems. In the latter
area, Gomez-Barrero, Rathgeb, Galbally, Busch, and Fierrez
(2017) work on providing unlinkability and irreversibility in
biometric templates [27]. Besides, the so-called biometric-
system-on-cards (BSoC) or smartcards (considered in ISO/IEC
17839) are proposed for user-centric privacy in biometrics,
[28]. In this case, the user has physically his/her biometric
templates stored in a smartcard. The capture device, signal
processing, feature extraction and comparison are embedded
in a smartcard. In addition, in regulation and standardisation,
proposals on PP for biometric systems under specific standards
of the ISO, and protection profiles and evaluations of biometric
system performance under the CC have been published [29].

Current standards and protection profiles in data protec-
tion neither include data subject preferences in relation to
data sharing, nor consent to process his biometric data, both
threats related to transparency or unfair use of personal data.
Therefore, besides security design aspects, privacy-by-design
requirements must be gathered in future PPs in biometrics.

III. ESSENTIAL PRIVACY REQUIREMENTS FOR
BIOMETRIC PRODUCTS

Data breaches or misuse of personal data, in the specific
case of biometric data, can lead to the invasion of privacy of
the individual, identity impersonation, or other hazards. These
risk the disastrous consequence of the loss of user’s trust to
biometrics and its advantages. Therefore, a first step in the
definition of the security problem is the risk analysis, wherein
risks, to which a biometric system is exposed, are evaluated.

The following threats are applicable in many architectures,
though we focus our attention on systems based on Cloud-
as-a-Service (CaaS). These systems use biometric data to
offer a service, such as voice-assistants including Alexa of
Amazon [30], since voice templates are not solely used for
authentication.

TABLE I. THREATS: UNFAIR USE OF PERSONAL DATA

Threat Description
Profiling or discovering patterns The application of machine learning

techniques for profiling or predictive
consumer scores, which also can lead to
a re-identification of the subject. Data
holders can learn from biometric data.
Processing personal data, such as po-
litical opinions, religious beliefs, sex-
ual orientation etc. to profile individuals
into categories is now prohibited accord-
ing to GDPR.

No-policy-transparency No clear comprehensible communica-
tion regarding data management.

Violation of the principle of proportion-
ality

Biometric data are not only used for
what has been originally intended, but
for other purposes [33].

Monetisation of information Pricing data exchanges between agents
which manages a user’s personal data
[34]

Processing children’s biometric data To process children’s data, such as voice
or faces, without parental authorisation
or consent.

Second-hand data leakage Private data are revealed (unintention-
ally) by a person who has any kind
of relation with another person. Also
named by Barocas, Solon and Nissem-
baum (2014) [35], the tyranny of minor-
ity

Cross-border data transfer The effect of the transfer data to third
countries which do not respect individ-
uals privacy [8].

A. Risk Analysis for Privacy
Attacks or threats, regardless of biometric modality, can be

identified based on where, what and how they are produced.
In the literature, there are some taxonomies wherein threats
of IT systems are identified, such as the CERT taxonomy or
ENISA Taxonomy [31] and [32]. Protection profiles, as well as
standards, collect complete lists of threats, such as eavesdrop-
ping/hijacking (communication channels), failures (physical
or logical), outages, nefarious activity (malware, etc.), which
affect different parts and elements of the architecture of a
general IT system [32]. Specific threats related to biometric
systems are high level threats as discussed in [33], and can be
summarised as follow:

• Spoofing, coercion, mimicry or denial of service at-
tacks can compromise the capture device.

• Pre-processing and feature extraction modules could
be compromised by impostor data, or malware (in
both enrolment and verification stages). This could
happen in the matching and decision modules with
attacks, such as reply, component replacement, or hill
climbing.

• A reference database, i.e., where data are processed
and stored, could be attacked by reading or modify-
ing templates, or changing links between biometric
templates and a user’s ID.

Besides the aforementioned hazards, there are threats to
privacy regarding the misuse of the biometric data. We evaluate
the following threats in Table I as risks of unfair use of data,
therefore, risks for privacy.

B. Informal Privacy Requirements for a Fair and Transparent
System

Following with the exercise of the definition of the security
problem, in this subsection, the informal privacy objectives
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are described. The goal of a user-centric and self-determined
system is to provide a tool to inform, manage and make
decisions concerning outsourced biometric data. In order to
achieve the protection goals listed in [8], a transparent system
must be designed to perform the specific functionalities for
transparency and intervenability (in Table II), besides those
that provide anonymity, unlinkability, pseudonym and unob-
servability. This is summarised as follows:

• Reduce collected attributes of the data subject (data
minimisation principle): Attributes in the context of
biometrics certainly include all kinds of features ex-
tracted for a specific classification task, such as lan-
guage, race, gender and age determination, childhood,
and health conditions, [36].

• Protect sensitive information-flow by means of se-
curity mechanisms already developed (e.g., access
control, language-based techniques, among others),
relying on existing PPs, and provide security and
privacy to biometric data in order to address threats.
Including the aforementioned threats to privacy (e.g.,
BSI-CC-PP-0043-2008 and Standard ISO24174).

• Provide biometric data stored in the system which is
complete, legible, auditable, and understandable to the
user. Moreover, the biometric data should be portable,
which means, in case the user will copy the biometric
data for any reason, it should be in a standardised data
format (e.g., ISO/IEC 19785-1).

• Audit changes on biometric data and provide logs of
any action performed on the data.

An practical example of a system that processes biometric
data (user’s utterances) with no biometric authentication pur-
pose, is an intelligent voice assistant, (e.g., Amazon Alexa).
Biometric data are processed in the cloud to perform the
service. Note that these type of systems can be considered
HbC (Honest-but-Curious), that is, it provides a service while
it tries to retrieve information from the user’s data.

A first step, before data disclosure, is the informed consent
negotiation. The user must be notified about the points listed
in Table II. According to his/her privacy preferences, the
user must have control over those points. These preferences
must be written in a profile (or a privacy certificate written

TABLE II. SYSTEM DESIGN FUNCTIONALITIES

Privacy
Design Aspects

System Functionalities

Transparency Inform the user about:
– Purpose of data collection.
– Retention period of the data in data holder’s

servers.
– Associated privacy risks.
– Data collection periodicity.
– Location of storage servers of data holder.
– If decision making is done or not.

Intervenability System must give options to:
– Accept or decline the purpose of data collection.
– Accept or decline data sharing with third-parties.
– Revoke complete consent for processing.
– Revoke partial consent, such as data sharing.
– Erase data stored in data holder’s servers.
– Allow or deny decision making over user’s data.

in XML-based language, for instance) and shared with the
system in the cloud. Note that the privacy profile should be
updated periodically with user’s preferences. The cloud must
check the procedures that it will apply to the data, such as
algorithms, outsourcing, purpose, retention time, etc. Later, it
should inform the client which options it is able to fulfil. The
client receives the server’s options and checks the conditions.
Sequentially, once the handshake is performed, the client is
ready to share the biometric data, previously processed (i.e.,
applying anonymisation or marking algorithms, such as speech
watermarking). Once these steps are performed, the data are
sent to the cloud and stored following security requirements for
sensitive data. In case that the negotiations ended in a deadlock,
the user should able to decide to share the data with the best
conditions that the server offers to preserve privacy, otherwise
decline the use of his/her biometric data. In case of consent
revocation, the system should look into the database, identify
the user’s data, and erase them.

IV. DISCUSSION

GDPR pays attention to biometrics in Art. 9 Paragraph 1
which says: ”(...) the processing of genetic data, biometric
data for the purpose of uniquely identifying a natural person,
data concerning health or data concerning a natural person’s
sex life or sexual orientation shall be prohibited.” Following
a list of exceptions is specified, where the first exception is
described in Paragraph 2.a: ”the data subject has given explicit
consent to the processing of those personal data for one or
more specified purposes (...)”. It may seem that the prohibition
is in vague terms. Since once given the consent, it may give
rise to continue with the misuse practices, with the difference
that now the user is supposedly informed. This point is related
to the user’s behaviour at the time of reading the privacy
policies. It has been observed that the user is aware of the
importance of disclosure of sensitive data. In an experiment
conducted by Naeini et al. in the context of the IoT, users
appreciate being informed about the purpose and periodicity
of data acquisition, [37]. Even so, when deciding about it,
they tend to have a permissive behaviour. The causes can be
diverse and are studied from a psychological point of view.
Nonetheless, a reason has been proven to be linked to the
prize obtained in exchange for granting the data, as preliminary
results were shown by Bock (2018), who concludes that a
solution for educating users is needed [38].

To the best of our knowledge, self-determination is im-
possible to implement with current technical mechanisms.
The systems are not designed to allow such configuration.
As we briefly reviewed, methods are being developed to
incorporate intervenability into systems. A first intuition is to
bring into mobile phones the same functional philosophy of
smartcards, since they are more powerful computationally than
a smartcard. In this case, as Sanchez-Reillo (2017) compels
in [28], this option is not feasible, since the smartphones
are multipurpose devices, respect for the security constraints
of smartcards may be in conflict with other purposes. An
example of this statement may be our case of use, voice
assistants pre-installed in Android smartphones. They are able
to perform more tasks beyond simply to search or send SMS.
They can be launched remotely with no user privileges either
by the manufacturer or by external attackers, as has been
demonstrated by Alepis and Patsakis (2017), [39]. In such
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situations, current mechanisms of access control, encryption,
or anonymisation are insufficient.

For these reasons, GDPR data subjects requirements re-
garding data management are currently not possible to guar-
antee. At present, we must rely on user data management
platforms in the cloud provided by the data holder. In case of
revocation of consent or account deletions, if this information
has been disclosed to third parties previously, it is impossible
to trace, and therefore to erase. For this reason, it is urgent to
define protocols and common criteria security certificates with
a thorough list of functional privacy and security requirements,
as discussed in the paper.

V. CONCLUSION AND FUTURE WORK

In order to create biometric systems respectful of user
privacy while fulfilling GDPR requirements, new concepts in
the design and implementation of privacy are needed. As stated
earlier, along with the essential security requirements, privacy
concepts and aspects (Unlinkability, Anonymity, Pseudonyms,
Unobsevability) are defined in standards for IT systems. Never-
theless, two more aspects must be added to the list to accom-
plish users privacy expectations in sensible data processing:
Transparency and Intervenability.

Since the use of biometrics in industry must provide
accountability towards customers and data regulators, their
systems should enforce the standards for biometrics. In this
paper, we presented the outlook for biometric systems to
embed the GDPR requirements, within which new privacy
aspects are defined besides the well-known security aspects.
We reviewed standards regarding biometric systems. With the
idea to contribute to the analysis of further protection profiles
for biometric systems, we presented the essential privacy
requirements a biometric system should meet with focus on
Transparency and Intervenability. For that purpose, potential
threats of the unfair use of sensitive data were included in the
list of threats related to biometric systems that are met in stan-
dard documentation. Some of those are profiling, no-policy-
transparency, violation of the principle of proportionality, and
cross-border data transfer. Regarding informal requirements,
we consider it essential to reduce collected attributes of data
subjects, apply user privacy preferences on data processing,
and provide management permissions to the user allowing
revocable consent.

For setting up PPs, basic aspects of transparency are nec-
essary to be depicted in the CC. The current version 3.1 of CC
lacks a family of the aforementioned essential privacy aspects,
i.e., Transparency and Intervenability. Our contribution can be
a first step to include in current version of the current CC.
These two new families in the Functional Privacy Class (FPR)
may be called (following the standard naming convention)
FPR TRP and FPR INV, Transparency and Intervenability
families, respectively.

Our future work continues with transparency, by means
of the implementation of informed consent into protocols for
user-centred systems.
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Abstract — Internet of Things (IoT) has seen a great growth in 
recent years; the number of devices is expected to be 80 billion by 
2025. Although the IoT facilitates our life, however, it threatens 
our privacy if we do not take the necessary security measures. In 
this paper, we show how the user activities can be tracked using 
only network traffic packets sent from several commercial IoT 
devices with no need for deep inspection. The prediction about 
daily life activities of the user at home is made based on analysis 
of deep learning. In addition, we propose a practical idea to 
mitigate the privacy attack caused by the smart home devices, and 
introduce experimental results showing that our approach works 
very accurately. 
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I. INTRODUCTION  
Nowadays, IoT is being used in many places where installed 

devices are connected to the Internet providing smart and 
intelligent services such as smart home, smart cities, smart 
health, etc. In IoT, privacy is one of the most critical terms that 
need to be considered due to its close connection to the life of 
users at home, hospital, and work. For example, a sleep-monitor 
device is used to track sleeping patterns, heart rate, breathing, 
snoring, movements of users for improving sleep quality. 
Sensing devices that control home objects such as light, 
thermometer, electricity, windows, and doors are related to 
human life. The research in IoT privacy has focused on keeping 
data hidden during its transmission to the external Internet by 
encrypting these data in the strong security protocols [1]. 
However, even though the data is hidden, by combining and 
analyzing data transmitted from multiple devices, a malicious 
party can track user’s life patterns revealing critical privacy 
issues. Especially, smart home devices should not reveal their 
presence at home, because exploiting these devices with their 
specific function could potentially disclose personal 
information. Thus, even though some IoT devices in the smart 
home do not produce personal information, it is still possible to 
find out the identity of devices [2]-[4] and then, indirectly track 
individual’s personal life style through identified devices [5].  

In this paper, we show how user privacy can be exploited in 
deep learning model, by implementing experiments on three 
commercial IoT devices. Identifying the devices through the 
devices' manufacturer name is the first step to exploit user 
privacy. Training dataset for this work is generated manualy 
simulating human’s real life pattern while testing data is 
extracted from the network traffic sent by devices.  Analyzing 

in deep learning method, it was possible to show how the 
vulnerabilities could lead to violate user privacy by making an 
accurate prediction about user activities at home.  

In addition to attack method, we present the most recent 
defense approaches and an idea that mitigates the privacy 
violation as well as corresponding experiment results. These 
results bring a broad impact on nations, as well as IoT 
community in the sense that human life will be based on so 
many different types of smart home devices that are connected 
to the Internet in near future. From the simple technique to get 
device identity information and normal traffic data with the 
analysis on the deep learning methods, we show that user’s 
personal life style can be revealed. This vulnerability becomes 
much bigger whenever a new device is added. 

The paper is composed of following four sections. Section 
II describes how user privacy could be exploited with deep 
learning; Section III presents the suitable mitigation of the 
vulnerabilities that are found and have caused the privacy 
violation; Section IV describes related and similar works to our 
approach including the most recent attacks and mitigations 
concluding in Section V. 

II. EXPLOITING USER PRIVACY WITH DEEP LEARNING 
In the IoT system, Domain Name Server (DNS) queries 

reveal IoT devices’ identities since DNS queries are mapped to 
a specific manufacturer, when exchanging data between the 
devices and manufacturer’s servers. The revelation of device 
identities alone represents privacy violations regardless of 
consequent attacks. For instance, some people do not want 
anyone to know that they use a blood pressure device or device 
to measure diabetes [6]. Generally, IoT devices have individual 
purpose with one type of data for most of time [1]. Therefore, 
the traffic that comes from a particular device reveals its 
functionality. Under such characteristics of IoT devices, 
identifying the devices could predict user activities in terms of 
functioning of devices [7]. 

Some IoT devices may not provide sensitive information by 
themselves, but when it is joined with other devices’ traffic, 
they give strong prediction. For instance, when traffics from 
vacuum device, sleep sensor, and smart TV [8] are jointly 
analyzed together, it's possible to predict when the user goes 
bed to sleep [9]. 

The following subsections describe how we exploit user 
privacy by analyzing data coming from devices. 
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A. Smart home devices 
Tracking user’s daily activities at home through network 

traffics sent by IoT devices can be performed using a deep 
learning method. In order to set up the IoT environment, three 
commercial devices are used as IoT devices; Smart lock, Smart 
light, Smart alarm. How these devices are installed in the 
experiment and what vulnerabilities are investigated in these 
devices can be found as follows: 
Smart lock – Smart lock is installed on the deadbolt of the main 
door at home. The device sends an alarm to the user if the door 
is open. Device’s App is installed on the phone, and the device 
is connected through a wireless network (i.e., Wi-Fi) to 
raspberry pi3 (i.e., router in our IoT environment). From the 
domain name in the DNS queries which are in plain text while 
data transmitted between device and manufacturer’s server are 
encrypted in Transport Layer Security (TLS), attackers can get 
the information about the lock and notice the identity of the 
device. The network traffic sent by the device denotes open or 
close of the door. 
Smart light – Smart light is installed in the home lab and also 
connected to the raspberry pi router using Wi-Fi. Investigating 
the TLS packet header, manufacturer name (i.e., tuyaus in our 
experiment) appears clearly in the DNS queries, as shown in 
Figure 1. After filtering out packets other than TLS packets 
with the identified device name, it is found that the device sends 
traffics in encrypted data format whenever the device is used by 
the user. Thus, finding the packet here means turning on or off 
the light [10].  
Smart alarm – Regarding device identification, DNS queries 
reveal device identity clearly through domain name which has 
a manufacturer name. Device identification through its DNS 
queries is a general problem for most of IoT devices including 
investigated six devices in [2], as well as three devices in this 
experiment. The smart alarm device sends encrypted data 
whenever it is used.  

When the data coming from three devices are merged with 
time information and then analyzed, this analysis provides 
meaningful information which should not be revealed to the 
third persons other than users. For example, when the people 
have the pattern such that they wake up in the morning, turn off 
the light, lock the door in time order, and then no activities are 
sensed, it can be expected that they left home in the morning for 
a long time. If the malicious person gets a data such that the 
door is opened after a long time (i.e., after 16 hours), and then 
the light is on right after the door is open, he or she can confirm 
that these series of information reveal a life pattern such that the 
user comes back home at late night. Combining those two 

examples of scenario provides complete information about 
user’s daily life such that the user wakes up in the morning, 
leaves home and then comes back home at late night. If the data 
that contains such pattern repeats multiple times, the adversary 
can confirm that the life pattern is really true. Based on the 
collected time of the same series of information, the analysis 
may reveal user’s many different life patterns such as working 
at night and coming back home in the morning while sleeping 
at day. 

B. Experiment 
For the experiment, we set up a home lab where raspberry 

pi3 is programmed as a Wi-Fi access point [11] and connected 
to Ethernet as an Internet provider. All IoT devices mentioned 
above (i.e., smart light, smart lock and smart alarm) were 
installed at home to be used in a real life and provided a real 
network packet to the simulated adversary. All the IoT devices 
as well as raspberry pi3 were connected to a smartphone where 
all IoT devices’ Apps are installed to control the devices as 
depicted in Figure 2. 

In order to get training data, network traffics are captured 
for a routinized 24 hours from home lab where three devices are 
used simulating real normal life during weekdays. If the more 
diverse patterns of life including weekend are collected and 
trained, it will give more accurate result. However, since it is 
good enough to show the privacy vulnerability in IoT devices 
even only with a weekday data, thus we used simple (e.g., 24 
hours) data. The experiment consists of five steps; Capture 
network traffic from home lab; Filter the captured traffic; 
Extract features; Write training dataset; Build a deep learning 
model. 
Capture network traffic – The entire network traffic packets 
coming from the router (i.e., raspberry pi) of the home lab are 
captured using tcpdump [12] and then saved as a pcap file.  
Filter the captured traffic – First, the pcap file is opened in 
Wireshark and filtered based on DNS queries that show device 
identities (i.e., manufacturer name). After that, packets are 
separated for each device and then saved as a CSV file. 
Extract features – Since the device sends encrypted data 
whenever it is used, sending itself gives information to the 
adversary about the time when users use the device. Based on 
the specific tasks of each device with respect to time, the 
adversary can predict user’s living patterns by combining all 

 
 

Figure 1. Sample raw data sent from smart light device 
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Figure 3. Samples of training data 
 
data in CSV file to analyze.  Using pandas library [13], a python 
code was written to extract features and merge CSV files. The 
features extracted for each device are as follows: 
 

• What time is the encrypted data sent? 
• Which device sends this data at that time?  
• Is this device used before five hours? 
• Is this device used after five hours? 
• Is the smart lock device used during the periods of 30 

minutes, one hour, two hours, or three hours? 
 

The third feature helps the adversary to predict user 
activities, such as waking up or returning after a long time since 
users do not have any activities for five hours before waking up 
or returning home. The fourth feature helps the adversary to 
predict user activities, such as sleeping or leaving for a long 
time since users do not have any activities after they sleep or 
leave. The fifth feature helps to predict if the user left his home 
temporarily. All features are in binary format (i.e., 0 or 1) 
except time feature which is also converted to numerical format 
using sklearn [14]. The value 1 represents that user used the 
device while 0 means the device was not used.  
Write training dataset – The training dataset is manually 
written to reflect a real normal life at the same format as test 
dataset. This dataset considered all probabilities and times of 
using devices resulting in 135,668 records in CSV file. The 
training dataset is classified with five labels which we call, 
user_activity; Wake-up, Leave-home-for-a-long-time, Return-
to-home, Leave-home-temporarily, and Go-to-bed or Sleep, 
which are represented as numeric values (i.e., 0, 1, 2, 3, and 4) 
as shown in Figure 3.  
Build a deep learning – The model that we used is a Sequential 
keras [15] consisting of four layers including an input and 
output layer. All layers have 500 nodes except the last layer, 
which has five output nodes since we have five classes. We 
used a nonlinear function, relu as an activation function, 
stochastic gradient descent for optimizer, and 
mean_squared_error for loss function. After compiling the 
deep learning model inside a function, we used wrapper 
function to take keras model and pipe it to scikit-learn. In 
addition, numpy library from python was used to read and 
normalize data before entering it into the keras model.  

C. Experiment result and evaluation 
After training the model with 80% and validating with 20% 

of training data respectively, we obtained 98.81% of accuracy 
over the training dataset. Figure 4 shows that how the adversary 
predicted user’s daily activities over 8 different scenarios in test 
data. The X-axis and Y-axis in Figure 4 denote predicted output 
and true output respectively. Our model correctly predicted user 
activities in that two predictions of wake-up for a test data were 

truly labeled as the same activities, and two predictions for the 
test data, labeled as leaves-home-for-a-long-time (i.e., 
leave_home in the Figure 4) were actually what they were as 
labeled in true outcomes. Even though there is one false result 
such that the model predicts leave-home-temporarily (i.e., 
leave_temp in the Figure 4 – up) as leave-home-for-a-long-
time, it is still a good prediction because it does not go too far 
to a different class, such as return-to-home or go-to-bed 
predicting as a leave class. Therefore, as a result, the deep 
learning model provides high accuracy for the comprehensive 
prediction. If more IoT devices are added at home such as smart 
TV, smart refrigerator, smart vacuum, thermometer, camera, 
etc., more accurate and various personal living activities can be 
predicted from the accordingly added dataset. Furthermore, we 
can see that in the normalized confusion matrix (Figure 4 – 
down), the model predicted all the scenarios with accuracy of 
100 %, except leave-home-temporarily scenario with 50%.    
 

 
 

 
 
Figure 4. Up – Confusion matrix without normalization. Down – Confusion 
matrix with normalization.   
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III. MITIGATION   
The time of sending data from IoT devices causes the 

privacy violation with accurate prediction of user activities 
when all device traffics are merged and analyzed in deep 
learning model. The critical problem here is that the adversary 
knows when these devices are activated or used through a time 
of sending encrypted data. Our idea to mitigate this attack is 
based on the simple technique in that by sending fake data from 
devices, the adversary is perturbed to precisely analyze user 
activities. Since the data has already been encrypted, the 
adversary cannot distinguish fake data from the real data. We 
implemented the proposed idea and applied the same deep 
learning method to prove its effectiveness. 

It is found that the prediction accuracy has been decreased 
to the lowest level as shown in confusion matrix of Figure 5. 
This figure shows how the model incorrectly predicts user 
activities. For example, while the adversary predicted a test data 
as go-to-bed, the actual label of that data was wake-up. The two 
test data are predicted as user’s return-to-home but the true 
labels were leave-home-for-a-long-time (i.e., leave_home) and 
leave-home-temporarily (i.e., leave_temp).  Furthermore, 
Figure 6 shows the regression graph between predicted and 
expected output describing how those two outputs match 
closely. X-axis represents testing data representing 8 scenarios, 
of which each is predicted to 5 corresponding output labels in 
Y-axis.  

 

 

 
Figure 5. Confusion matrix after injecting fake data in testing data 

 
 

 
 

 
      
Figure 6. Regression graph without (Up) and with (Down) injecting fake data 
 
Figure 6 – up shows that the prediction almost matches the true 
label meaning that the adversary successfully predicted the user 
activity at his home before sending fake data. Figure 6 – down 
shows how the prediction is far from the true labels showing 
that those outputs almost do not match. We can clearly see that 
the model predicts most of scenarios incorrectly except scenario 
2 ad 5. 

IV. RELATED WORKS 
    Apthorpe et.al. [2] analyzed four commercial IoT devices 
(i.e., Sense Sleep Monitor, Nest Security Camera, WeMo 
Switch, and Amazon Echo) to exploit user privacy. The 
analysis was conducted using DNS queries and metadata with 
no further deep inspection due to data encryption.  Devices 
were identified through the domain name in DNS queries, 
which had the manufacturer name.  They inferred user activities 
by mapping similar variations from live traffic after correlating 
variations of traffic rates with known user interactions. For 
instance, they recorded the traffic from light sensor for 12 hours 
at night and observed user’s sleeping habits through the sent 
and received packet rate. After plotting this traffic, they found 
that traffic rate in high peak denotes user activities, such as 
going to bed, getting out of bed temporarily, getting out of bed 
in the morning. In our research, though the same approach has 
been used to record the traffic and identify devices using DNS 
queries, different IoT devices (smart lock, smart light, and 
smart alarm) were applied. In addition to applying to different 
devices, regarding network traffic packets, we only used a time 
of sending encrypted data and device identification information 
who sent it while there was no need to know the size of the sent 
packet, or the rate of sending these packets. In order to predict 
user’s life style, we implemented deep learning methodologies 
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which were only proposed by Apthorpe, et.al., [2] as their future 
work. 

One of the proposed privacy attack mitigations is DNS 
concealing to prevent the adversary from recognizing the IoT 
device identity by Apthorpe, et.al., [4]. However, it is known 
that by applying a simple supervised machine learning 
technique, such as k-nearest-neighbors classifier on device 
traffic rates, it is possible to recognize identity of devices with 
accuracy 95%. Nevertheless, DNS concealing still motivates 
and makes device identification more complex. 

A Virtual Private Network (VPN) could be used for 
mitigating device identification as introduced by Apthorpe, et. 
al. [4]. This approach includes tunneling of all traffics of a 
smart home to prevent the adversary from splitting the traffic 
into individual devices. VPN envelopes all traffic coming from 
the home and aggregated them into additional transport layer. 
Although VPN is considered a good solution to keep privacy 
and security for smart home, it is still possible to identify the 
device using supervised machine learning technique. If the 
home has only one IoT device, then VPN traffic rate will match 
the traffic from that device. In case of multiple devices, they 
send traffic at a different time in that the adversary still could 
identify the devices. For instance, a smart door lock and smart 
sleep monitor are less likely to be recording user activities 
simultaneously because it is impossible for the user to sleep and 
open the door at the same time. 

One of the proposed approaches to mitigate attacks that use 
revelation of device usage patterns is to make IoT devices delay 
sending data to the server. For instance, sleep sensing device 
delays sending data for a couple of hours instead of sending 
right away to server. This mitigation could be successful for 
devices, such as sleep sensors that do not require direct 
outcome; however, devices that require a real-time response to 
triggers, such as smart alarm or personal assistant devices 
cannot be used for this type of mitigation because those devices 
cannot wait to answer user’s question [4].  

V. CONCLUSION 
Smart home devices connected to Internet provide not only 

convenience in life to human but also private information of 
users to adversary. Even though many smart devices are 
prevalently being used in many places including house, many 
people are not aware of vulnerabilities that reveal their life 
pattern and its potential threats of misuse by malicious parties. 

In this paper, we presented a deep learning based privacy 
attack method and its mitigation in IoT environment. From the 
experiment, we showed that data encryption is not enough to 
assure user privacy when using smart home devices and it 

requires additional technique to hide device usage patterns 
represented in time by adding noisy traffics. 

As a future work, we will add additional mitigation methods 
such as sending fake traffics in random period, as well as its 
performance analysis.  
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Abstract—Industrial processes can benefit considerably from
utilizing cloud applications that combine cross-domain knowledge
from multiple involved partners. Often, development of such
applications is not centralized, e.g., due to outsourcing, and
lacks trust among involved participants. In addition, manual
deployment of resulting applications is inefficient and error-prone.
While deployment can be automated using existing modeling
approaches, the issues of data confidentiality and integrity in
exchanged deployment models have to be addressed. In this
paper, we tackle security challenges posed by collaborative cloud
application development. We present a policy-based approach for
modeling of security requirements in deployment models. Further-
more, we propose a method of peer-to-peer model exchange that
allows enforcing modeled requirements. To validate our approach
we apply it to Topology and Orchestration Specification for Cloud
Applications (TOSCA), an existing cloud applications modeling
standard, and describe the prototypical implementation of our
concepts in OpenTOSCA, an open source toolchain supporting
TOSCA. Usage of the resulting prototype in the context of a
described model exchange process allows modeling and enforce-
ment of security requirements in collaborative development of
deployment models. We then conclude the paper with a discussion
on limitations of the approach and future research directions.

Keywords–Collaboration; Security Policy; Confidentiality; In-
tegrity; Deployment Automation; TOSCA.

I. INTRODUCTION

Modern computing paradigms have great potential for
accelerating the 4th industrial revolution, often referred to
as Industry 4.0 [1]. One notable example is the rapidly
evolving field of cloud computing [2], which allows on-
demand access to potentially unbounded number of computing
resources. Combined together with ubiquitous sensors usage
in the context of the Internet of Things (IoT) [3], cloud
computing facilitates the development of composite, cross-
domain applications tailored specifically for automation and
optimization of manufacturing. The overall complexity of the
development process, however, might become a significant
obstacle for industries willing to benefit from cloud applications.

A typical cloud application today has a composite structure
consisting of numerous interconnected and heterogeneous com-
ponents [4]. Deploying such complexly-structured applications
in a manual fashion is error-prone and inefficient. Therefore,
various deployment automation approaches exist. One well-
established automation technique relies on the concept of
deployment models that specify application structure along with
the necessary deployment information. Automated processing of
such models considerably reduces the deployment’s complexity
and minimizes required efforts. Another significant benefit,
which improves the portability and reusability aspects of the
application development process, is that standardized models
can be exchanged instead of separate application components.

One common cloud application development scenario in
the context of Industry 4.0 is a collaboration [5] among several
multidisciplinary partners responsible for separate parts of the
application [6]. The final goal of this collaboration is to combine
all parts into a complete and deployable cloud application.
Collaborative development can significantly benefit from the
portability and reusability properties of deployment models.
However, since not all parties are known in advance, e.g.,
due to task outsourcing or changes in organizational structure,
the issues of intellectual property protection in decentralized
settings arise. For instance, confidential information like sensor
measurements and proprietary algorithms might be subject
to various security requirements, including protection from
unauthorized access and verification of its integrity. Therefore,
modeling and enforcement of such requirements aimed at
specific parts of deployment models, have to be supported.

In this work, we focus on the aspects of secure collaborative
development of cloud applications’ deployment models. The
contribution of this paper is a method for modeling and
enforcement of security requirements in deployment models
which combines the ideas of sticky policies [7], policy-based
cryptography [8], and Cryptographic Access Control (CAC) [9].
We describe how security requirements aimed at data protection
in modeled cloud applications can be expressed using dedicated
security policy types and analyze which parts of deployment
models need to support the attachment of security policies. As a
next step, we elaborate on how modeled security requirements
can be enforced in a peer-to-peer exchange of deployment mod-
els. To validate our concepts, we apply them to an existing OA-
SIS standard called Topology and Orchestration Specification
for Cloud Applications (TOSCA) [10], [11], which specifies an
extensible, provider-agnostic cloud modeling language [12]. As
a proof of concept, we describe the prototypical implementation
of the presented concepts in OpenTOSCA [13], an opensource
ecosystem for modeling and execution of TOSCA-compliant
deployment models. The resulting prototype used in the context
of the proposed decentralized model exchange serves as a
means to model the discussed security requirements and enforce
them along the model’s exchange path. Finally, we discuss the
limitations of our approach and describe possible improvements.

The remainder of this paper is structured as follows. We
describe the fundamentals underlying this work in Section II
and discuss a motivational scenario in Section III. In Section IV,
we present concepts for modeling and enforcement of security
requirements in collaborative deployment models development.
In Section V, we apply the concepts to a TOSCA-based de-
ployment modeling process. The details about the prototypical
implementation in OpenTOSCA are discussed in Section VI.
In Section VII, we describe related work and Section VIII
summarizes this paper and outlines future research directions.
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II. FUNDAMENTALS

In this section, we provide an overview of several important
concepts which serve as a basis for our work, namely:
(i) deployment automation of cloud applications by means
of deployment modeling approaches, (ii) usage of policies as
means to specify non-functional system requirements, (iii) and
a brief coverage of access control mechanisms.

A. Deployment Modeling
The compound application structure and increased integra-

tion complexity make it non-trivial to automate the deployment
of modern cloud applications [4]. The concept of deployment
modeling aims to tackle the automation problem, and there are
several known approaches including imperative and declarative
modeling [4], [14], [15]. Both paradigms are based on the
idea of creating a description, or deployment model, sufficient
enough for deploying a chosen application in an automated
fashion. What makes these modeling approaches different is the
way how corresponding deployment models are implemented.

In case of the declarative modeling [14], a deployment
model is a structural model that conveys the desired state and
structure of the application. Essential parts of the declarative
deployment model include a specification of application’s
components with respective dependencies and necessary con-
nectivity details. As a result, the model might contain binaries or
scripts responsible for running some application’s components,
e.g., a specific version of Apache Tomcat, or a predefined
Shell script for running a set of configuration commands. In
addition, a description of non-functional system requirements
in some form can be included into the model. Some examples
supporting this type of modeling include Chef [16] and Juju [17]
automation tools, as well as TOSCA. This type of models
relies on the concept of deployment engines, which are able to
interpret a provided description and infer a sequence of steps
required for successful deployment of the modeled application.

Compared to declarative approach, the imperative mod-
eling [14] focuses on a procedure which leads to automatic
application deployment. More specifically, an imperative model
describes (i) a set of activities corresponding to the required
deployment tasks which need to be executed, (ii) the control and
data flow between those activities. One robust technique for this
modeling style is to use a process engine, e.g., supporting stan-
dards like Business Process Execution Language (BPEL) [18]
or Business Process Model and Notation (BPMN) [19], that can
execute provided imperative models in an automated fashion.

A combination of declarative and imperative approaches is
also possible. In general, creating both types of models requires
efforts from the modeler. However, the imperative modeling
approach is generally more time-consuming and error-prone,
since multiple heterogeneous components need to be properly
orchestrated. Moreover, the structure of the application might
change frequently which requires to modify imperative models.
To minimize required modeling efforts, imperative models
might be derived from the provided declarative models [4].

One important aspect of deployment models is that apart
from valid descriptions they also need to include various files
related to described software components and other parts of the
application, e.g., scripts, binaries, documentation and license
details. As a result, the term deployment model usually refers to
a combination of all the corresponding metadata and application
files required for automatically deploying a target application.

B. Policies
One well-known approach [20] for separation of non-

functional requirements from the actual functionalities of a
target system relies on the usage of policies. Essentially, a policy
is a semi-structured representation of a certain management
goal [21]. The term management here is rather broad, as it
might refer to different aspects of management, e.g., high-
level corporate goals or more low-level, technology-oriented
management goals. For instance, from the system’s perspective,
performance, configuration, and security are among the classes
of non-functional requirements that can be described using
policies. Additionally, various policy specification languages
exist in order to simplify the process of describing such
requirements in a standardized manner [20]. From the high-level
view, policies only declare the requirements which then have
to be enforced using dedicated enforcement mechanisms [22].

The idea to specify security requirements in policies dates
back to at least the 1970s [20]. Depending on the level of details
security policies might specify, e.g., privacy requirements for
the whole system or for particular data objects. In information
exchange scenarios, security policies specified on the level of
data objects have to be ensured during the whole exchange
process [23]. For this reason, all receivers have to be aware
of specified policies and enforcement must happen, e.g., by
means of globally-available security mechanisms. Similarly,
deployment models in collaborative application development
are constantly exchanged and parts of them might be subjects to
security policies. So-called sticky policies [23] is an approach
to propagate policies with the data they target. This approach
can be combined with cryptography in order to ensure that
data is accessed only when requirements specified in policies
are satisfied. Multiple approaches to combine sticky policies
with different cryptographic techniques such as public key
encryption or Attribute-Based Encryption (ABE) exist [24].

C. Access Control
A secure information system must prevent disclosure

(confidentiality) or modification (integrity) of sensitive data
to an unauthorized party and ensure that data are accessible
(availability) [22]. These requirements can be enforced by
assuring only authorized access to the system and its resources.
Commonly, this process is referred to as access control and there
exist multiple well-established access control mechanisms. For
example, in Discretionary Access Control (DAC) mechanism,
the access is defined based on the user’s identity. This results
in access rules that are specified specifically for this identity,
e.g., in the form of an access control matrix [25]. Another
well-known access control mechanism is called Role-Based
Access Control (RBAC) where access is granted or denied
based on the user roles and access rules defined for these roles.

One disadvantage of aforementioned access control mecha-
nisms is that they commonly rely on some centralized trusted
authority, making it difficult to implement them in large scale
and open systems [9]. The idea of CAC is based on well-known
cryptographic mechanisms and regulates access permissions
based on the possession of encryption keys. In CAC, the stored
data are encrypted and can only be accessed by those users
who have the corresponding keys. One benefit of this approach
is that the data owner can grant keys to receivers of his choice
using established key distribution mechanisms, thus enforcing
the access control without relying on the trusted third party.
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III. MOTIVATIONAL SCENARIO

Developing distributed cloud applications and analytics
applications in the context of Industry 4.0 typically requires
combining numerous heterogeneous software components [26],
[27]. Commonly, this process implies a collaboration among
experts from various domains, such as data scientists, infras-
tructure integrators, and application providers. Furthermore,
resulting applications are often required to be deployable on
demand and, thus, are expected to be in the form of deployment
models that allow automating application provisioning [6], [28].

An example of a collaborative cloud application develop-
ment depicted in Figure 1 involves four participants responsible
for distinct parts of the application. When joined together, all
developed parts of the application, e.g., software components,
datasets, and connectivity information, comprise a complete and
provisioning-ready deployment model. In this scenario, the main
beneficiary who orders the application from a set of partners
and has exclusive rights on the resulting deployment model
is called the Application Owner. The Infrastructure Modeler
is responsible for integrating different components, such as
analytics runtime environments, databases, or application
servers. Moreover, two additional co-modelers are involved
in the development process, namely a Data Scientist and a
Dataset Provider. The former develops a certain proprietary
algorithm, whereas the latter provides a private dataset, e.g.,
comprised of sensor measurements obtained from a combination
of various cyber-physical systems used in production processes.

In contrast to the Application Owner who has full rights
on the resulting deployment model, other participants might
be subjects to security restrictions with respect to certain
application parts. For example, access to the dataset provided
by the Dataset Provider might need to be restricted to some
of the involved parties. Similarly, the Data Scientist might
want to impose a certain set of security requirements on the
provided algorithm. Since the final infrastructure must include
all corresponding sub-parts that were provided directly or
indirectly by other participants, the Infrastructure Modeler
is responsible for preparation and shipping of the finalized
deployment model to the Application Owner who is then able
to create new instances of the application on demand.

Generally, collaborative processes from various fields share
some common characteristics. For instance, according to Wang
et al. [29] such issues as (i) a dynamically changing sets of
participants, (ii) the lack of centralization, (iii) intellectual
property and trust management issues, and (iv) heterogeneity
of exchanged data are important in collaborative development
of computer-aided design models. Likewise, the lack of
knowledge about all participants involved in collaborative
cloud application development makes it difficult to establish a
centralized interaction among them. Possible reasons include
outsourcing of development tasks and introduction of additional
participants due to rearrangements in organizational structures.
Since no strict centralization is possible, communication with
known participants happens in a peer-to-peer manner. Another
important aspect of collaborative cloud application development
is its iterative nature. Since exchanged deployment models
might be impartial or require several rounds of refinement, a
potentially complicated sequence of exchange steps is possible
for obtaining a final result. Therefore, deployment models need
to be exchanged in collaborations in a way that simplifies the
overall process and enforces potential security requirements.

Application 
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1
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Complete 
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Infrastructure Policies/Metadata
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Figure 1. A collaborative application development scenario.

A deployment model, generally, can be exchanged either in
a self-contained form or on a per-participant basis. In the former
case, the deployment model is self-contained and its content
is the same for all participants, whereas in the latter case its
content is fragmented according to some rules separately for
each participant. Sometimes, however, exchanging deployment
models on a per-participant basis interferes with the actual
goals of the collaboration. For example, in exchange sequence
shown in Figure 1 the dataset is firstly passed directly to the
Application Owner by the Dataset Provider. For integration
of the dataset into the final model, the Infrastructure Modeler
needs to model the required infrastructure, e.g., a Database
Management System (DBMS) and related tooling. As only
the Application Owner has full rights on all parts of the
application, the provided dataset has to be protected from
unauthorized access. Intellectual property issues become even
more complex in highly-dynamic scenarios when multiple
parties continuously exchange partially-completed deployment
models. Unfortunately, encrypting an entire deployment model
does not solve the problem since models might be intended
to remain partially-accessible by parties with limited access
rights. Apart from confidentiality problems, the authenticity
and integrity of passed deployment models and their parts
might be subjects to verification requirements. For instance, the
Application Owner might need to check if an algorithm was
actually provided by the Data Scientist and no changes were
made by other parties. In such case, signing the hash value of an
entire deployment model is not suitable as integrity of individual
model’s parts have to be verified. Hence, it should be possible
to verify distinct parts of deployment models independently.

The aforementioned scenario highlights several important
issues in collaborative development of deployment models
which need to be solved, namely (i) confidentiality, authenticity,
and integrity requirements of each involved participant have
to be reflected in the model, (ii) various levels of granularity
for these requirements need to be considered: from full models
to its separate parts, and (iii) a method to enforce modeled
requirements in a peer-to-peer model exchange is needed.
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IV. MODELING AND ENFORCEMENT OF SECURITY
REQUIREMENTS

Intellectual property in collaborations has to be protected
from both, external and internal adversaries with respect to
their relation to the process. The former describes any attacker
from outside of the collaboration, i.e., who is not participating
and is not reflected in any kind of agreements, e.g., Service
Level Agreements (SLAs). Conversely, the latter refers to a
dishonest party involved in the process. We focus on internal
adversaries and data protection issues involving known parties.

This section presents an approach to ensure the fulfill-
ment of security requirements in collaborative development
of deployment models. Our approach relies on the well-
established concept of representing non-functional requirements
via policies [30], [31], [32], [33]. The semantics of security
requirements is analyzed to derive a set of action and grouping
policies. The former type represents cryptographic operations
allowing to enforce confidentiality and integrity requirements,
inspired by the idea of policy-based cryptography [8]. The
latter type simplifies grouping parts of models which are
subjects to action policies. Both policy types are data-centric
and attachment happens with respect to a certain entity or a
group of entities in the manner of sticky policies [23] to preserve
the self-containment property of deployment models. The access
control enforcement is inspired by the idea of CAC [9].

A. Assumptions
To focus on internal adversaries, we assume that participants

establish bidirectional secure communication channels for data
exchange and that the modeling environment of every involved
participant is secure. We employ an “honest but curious” [34],
[35], [36] adversary model in which adversaries are interested in
reading the data, but avoid modifications to remain undetected.
Despite the absence of modifications made by adversaries,
authenticity and integrity requirements still need to be modeled
and enforced. For instance, participants might want to track
changes or verify the origin of some specific part in the model.

When describing how data encryption can be modeled,
we assume that no double encryption is needed for distinct
parts of deployment models. We do not distinguish between
read and write rights when discussing access control based
on cryptographic key possession. Therefore, a participant with
the required key is assumed to have full access rights on
the corresponding entity. For efficiency reasons, we adopt
symmetric encryption for ensuring the confidentiality of data.

B. Security Policies in Collaborative Deployment Models
An assumption that data is exchanged in a secure manner

among the participants does not guarantee that all involved
parties can be trusted. Therefore, security requirements are
important even under the secure communication channels as-
sumption. Security requirements we focus on are: (i) protection
of data confidentiality in deployment models, and (ii) verifica-
tion of data integrity and authenticity of deployment models.
On the conceptual level, two distinct types of policies, namely
encryption policy and signing policy, can be distinguished. The
former is aimed to solve the confidentiality problem, whereas
the latter targets integrity-related requirements. However, having
a completely encrypted deployment model does not solve the
confidentiality problem, since a party with limited rights will
not be able to access the parts of the application which were

intended to remain accessible. Similar problem might arise
for a signature of the complete packaged deployment model,
e.g., in a form of an archive, since it will not be possible to
check what exactly was changed unless all files are also signed
separately as a part of the process. More specifically, if only
the hash of an entire deployment model was signed, there will
be no way to distinguish which specific part of the model
is invalid. Therefore, we need to model security policies on
the level of atomic entities in deployment models to support
collaborations similar to the scenario described in Section III.

Naturally, if only parts of deployment models are subjects
to confidentiality requirements, enforcement of encryption and
signing policies must affect only respective entities. In our
approach, an encryption policy attached to a certain entity
of the deployment model signals that it has to be encrypted.
In a similar manner, if a certain entity of the deployment
model needs to be signed, the corresponding signing policy
needs to be linked with it. In both cases, policies represent
actual keys that are going to be used for encryption or signing.
Since not all collaborations can rely on a centralized way to
manage policies, the deployment model has to be transferred
together with corresponding policies attached to its entities.
The keys bound to policies, however, cannot be embedded, as
deployment models will no longer remain suitable for sharing
with all possible participants in a self-contained fashion. In
such cases, either participants with proper access control rights
can receive such models, or the models have to be split on a
per-participant basis. Since not all scenarios favor participant-
wise model splitting, a policy needs to be linked with a specific
key in a decoupled manner to preserve self-containment of
a deployment model. As a side effect of decoupling keys
from policies, existing key distribution channels can be utilized
independently from deployment model exchange channels.

For linking policies with particular keys, we need to
maintain unique identifiers for every key involved in the
collaboration. Since not all participants know each other, one
simple solution is to compute a digest of the key and use it
as an identifier or additionally combine it with several other
parameters such as algorithm details, participant identifier, etc.
Another option is to use identifiers which include some partner-
specific parts so that policies can be easily identified. Several
important points have to be mentioned here. Linking the policy
only with the unique key identifier is not enough for decryption
since the modeler needs to know the algorithm details to
perform decryption. Such information can be provided either
as properties of a policy itself or be a part of the key exchange.
Additionally, specifically for encryption there is no obvious
way to distinguish if the policy was already applied and the
data is in encrypted state when a deployment model is received.
Although the data format after encryption will not be identical
to the original entity’s format, checking this difference for every
modeled entity is not efficient. For this reason, a policy needs
to have an attribute stating that it was applied. Due to the usage
of symmetric encryption, generating a respective decryption
policy is unnecessary as it is identical to the encryption policy.

Conversely, the verification of signing policies differs from
the encryption process since private keys are used for signing
and certificate chains of one or more certificates containing the
public key and identity information are used for verification.
As a result, there are two options: to follow the encryption
approach and decouple certificates from policies, or, to embed
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Figure 2. A conceptual model of the signed deployment model.

certificates into policies to simplify the verification process.
While certificates are meant for distribution, there is one caveat
in the embedding of certificates approach, however. Certificates
commonly have a validity period and verification must be able
to deal with the cases when certificates embedded into policies
are no longer valid. Since such verification is more an issue of
a proper tooling, the certificates are embedded into policies.

Unlike file artifacts, e.g., software components or datasets,
which are referenced from models and supplied alongside
with them, some sensitive information, e.g., model’s properties,
might be directly embedded into models. For instance, if user
credentials for a third-party service have to be passed from one
modeler to another and no other participant is allowed to see
them, then these properties must be encrypted. Sometimes such
properties also need to be verified, e.g., the Service Owner
might want to check if the endpoint information for a third-party
service was actually modeled by the Infrastructure Modeler.
Therefore, an additional caveat one has to consider is that not
only distinct artifacts, but also separate parts of artifacts might
require encryption or signing. The corresponding artifact in this
case has to store these properties with the modeled security
requirements being enforced, e.g., encrypted or signed.

Hence, we need two more policy types: encryption grouping
policy and signing grouping policy which contain lists of
properties within an artifact that have to be encrypted or signed,
respectively. From the conceptual point of view, the discussed
policies can be classified as action and grouping policies. The
former includes policies representing an action, i.e., encryption
or signing, whereas the latter identifies groups of entities which
require the action. As a result, the corresponding grouping
policies are linked with the desired action policies, i.e. with
actual keys which will be applied to selected properties.

C. Integrity and Self-Containment of Deployment Models
When security policies are modeled and enforced, the

resulting deployment model contains a combination of en-
crypted and signed artifacts and properties. Integrity check
at this point allows to verify the state of modifications and
authenticity of entities modeled by other participants. However,
verification of the entire deployment model’s integrity including
modeled security policies and other attached metadata requires
an additional signature on the level of deployment model.

For this purpose we adopt the technique analogous to
signing of Java archives (JARs) [37]. Essentially, a packaged
deployment model is some sort of an archive containing grouped
artifacts. It is then possible to assume the presence of a meta
file similar to manifest in JARs, which provides the list of all
contents plus some additional information. In situations when
such manifest file does not exist, it can easily be generated by
traversing the contents of a corresponding deployment model.

As both, integrity of the model’s parts that are targeted by
security requirements and integrity of the entire deployment
model have to be considered, an enhanced packaging format is
needed. The enhanced structure of a deployment model consists
of its original content as well as the content’s signature files. The
latter is achieved via a combination of: (i) a manifest file with
digests for every file, (ii) a signature file consisting of digests
for every digest given in the manifest file plus the digest of the
manifest file itself, and (iii) a signature block file consisting
of a signature generated by the modeler and the certificate
details. The resulting conceptual model is shown in Figure 2.
To make a signed deployment model distinguishable from
regular deployment models, the signature has to be generated
in a standardized fashion, e.g., it can be stored in a predefined
folder inside the package or entire deployment models can be
archived along with the generated signature information.

One important issue is that, technically, there is no fixed
concept of a deployment model in collaboration. Since parts of
cloud applications might be exchanged separately or merged
together, the definition of the exchanged deployment model
is changing throughout the process. Thus, it is mandatory to
preserve the self-containment of modeled security requirements
on the level of atomic entities. Firstly, security policies are
always included to the deployment model since they are tightly-
coupled with target entities. With respect to actual entities,
the problem is trivial in case of encryption since locations
of files or properties remain unchanged and only their state
changes. In other words, whether the encrypted entity is
exported from or imported into the modeling environment, the
information about encryption is always available. Conversely,
signatures of modeled entities have to be created as separate
files since embedding them might not always work. For instance,
embedding a signature into the application’s source code might
result in an incorrect behavior at runtime. This leads to a
requirement of generating and storing signatures in a self-
contained manner when signing policies enforcement happens.

In contrast, the signature of an entire deployment model
reflects a snapshot of its state at a particular point in time,
e.g., when the deployment model was packaged by a certain
participant. Semantically, this signature does not mean that all
content of the deployment model belongs to a signing party,
but only captures the state of the deployment model at export
time. In our approach, we use this external signature only
for integrity verification at import time, but do not explicitly
store it if verification was successful. However, if stored in
a centralized or decentralized manner, this type of signature
might form an expressive log of all export states which can
later be utilized for audit and compliance checking purposes.

D. Enforcement of Security Policies
As participants of collaboration might not know all involved

parties, every side has to maintain a set of permissions for
known participants, e.g., in a form similar to the access matrix
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Figure 3. Actions of a collaborating participant.

model [22]. In our case, permissions have to reflect which
policies are available to which participant and are therefore
used for export and distribution of keys. One caveat is that
in long sequences of steps there will be cases when a party
does not know which rights with respect to the specific key
have to be defined for some of the involved parties. The rules
in such collaborations rely on various types of agreements,
such as SLAs, which define the lists of trusted parties. Hence,
we handle only explicitly mentioned access rights defined by
participants and forbid transitive trust [38] propagation.

To enforce security policies in collaborations, participants
have to follow a set of actions shown in Figure 3. A new or ex-
isting deployment model can be imported into the participant’s
modeling environment. Signatures are verified for an existing
deployment model before import. An entire model’s signature
is verified first and if verification is successful, all signed
entities are verified next. If certificate chains are embedded, all
certificates must be valid. The import is aborted in case some
signatures or certificates are invalid. Participant might request
keys needed for encrypted entities and if access is granted
by the key owner, keys can be imported into the modeling
environment and used for decryption. The policy enforcement
at export time happens transparently for participants as entities
always get encrypted if the respective keys are present. Since
decryption is only possible when the key is available, the
encryption at export is ensured by the modeling environment.

Afterwards, participants can model additional security re-
quirements and export a modified deployment model. One issue
related to signatures and mutual modifications of the same entity
is whether to keep the obsolete signature information. Since the
original content of the entity has to be modified, we consider it
being a new entity which can be modeled separately eliminating
the problem of handling several signatures altogether. At export
time, all modeled requirements are enforced with respect to the
keys available in modeling environment. The decrypted data get
encrypted again, in case the corresponding key is present and
the entity was decrypted previously. Only signatures modeled
by the participant who performs the export are generated. All
entities that were signed by others remain in a self-contained
state after import and thus exported in a regular fashion.

Generated signatures must be linked with corresponding
modeling constructs. For instance, for every signed file the
corresponding signature files must be added as additional
linked references, e.g., following a predefined name format
“filename#sigtype.sig”. Signing properties requires a slightly
different approach. Since properties are parts of artifacts and are
subject to certain policies, their signatures have to be grouped
with respect to the policy. This results in generation of the
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Figure 4. Model and key exchange in collaborations.

combined signature file and linking it with the artifact which
holds the signed properties. Signature of this file is, again,
generated similar to JAR files signing, but in this case the
generated artifact contains the details about signed properties.

Figure 4 shows communication infrastructure for col-
laboration described in Section III. As key distribution is
decoupled from the model exchange, two peer-to-peer channel
types are distinguished. Generally, not all participants need
to communicate with each other. For example, in outsourcing
case, a contractor grants rights to the ordering party based
on the contract rules and does not need to communicate with
others. Therefore, access permissions of the ordering party
have to also reflect access rules for the part of deployment
model provided by the contractor. The access to encrypted
data is inquired by requesting a key using the corresponding
policy identifier. Without having a centralized Policy Enforce-
ment Point (PEP) [39], [40], every participant’s modeling
environment acts as a separate PEP which regulates access
control permissions based on inter-participant agreements.
Participants are responsible for maintaining proper access
control permissions including transitive cases.

V. STANDARDS-BASED SECURE COLLABORATIVE
DEVELOPMENT OF DEPLOYMENT MODELS

In this section we discuss the specifics of collaborative
development of deployment models using TOSCA. We analyze
which TOSCA modeling constructs might require protection
and describe how our concepts can be applied to this technology.

A. TOSCA Application Model
TOSCA [10] is a cloud application modeling standard

which allows to automate the deployment and management
of applications. The structure of a TOSCA application is
characterized by descriptions of application’s components with
corresponding connectivity information, modeled as a directed,
attributed graph which is not necessarily connected. In TOSCA
terminology the entire application model is called a Service
Template, whereas the connectivity information is a subpart of
it and referred to as a Topology Template. The management
information in TOSCA terms is called Management Plans.
This information is necessary for execution and management of
applications throughout their lifecycle and can be represented,
e.g., in a form of BPEL [18] or BPMN [19] models.
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Figure 5. A simplified TOSCA model of a cloud application.

A simplified TOSCA topology of a Python cloud service [6]
is shown in Figure 5. It consists of several nodes representing
software components which are connected with directed edges
describing the relationships among them. TOSCA differentiates
between entity types and entity templates, where the term
entity might refer to distinct TOSCA entities such as nodes,
relationships, artifacts, or policies. Such separation eases
reusing modeled TOSCA entities, since the semantics is always
defined in the corresponding type. For instance, the “vSphere”
in Figure 5 is called a Node Type. It describes a generic
setup of a vSphere virtualization platform and defines all
required configuration properties. Apart from defining common
properties, any Node Type might provide definitions of interface
operations required for managing its instances. For example,
a virtual machine node might have two interface management
operations, namely “start” and “stop” implemented using
Java web services. Correspondingly, the “vSphere-Hypervisor”
represents a particular instance of the “vSphere” Node Type
and in TOSCA terms is referred to as a Node Template.

For deployment and management of the cloud service, all
required artifacts have to be modeled, e.g., the application
files and implementations of management interface operations.
The artifact entity in TOSCA can be of two types, namely
deployment artifacts (DA) and implementation artifacts (IA).
The former defines an executable required for materialization of
a node instance. The latter is a representation of an executable
which implements a certain interface management operation.

One of the main goals of deployment models is to make
cloud applications portable and reusable. For this reason
TOSCA introduces a self-contained packaging format called
Cloud Service Archive (CSAR). Essentially, it is an archive
containing all application-related data necessary for automated
deployment and management, including, e.g., the model defini-
tions, artifact files, policies and other metadata. In addition, it
contains a TOSCA.meta file which describes files in the archive
similarly to a manifest file in JARs.

B. Security Requirements for TOSCA Entities
Several TOSCA modeling constructs can be associated

with confidential information or be subjects to integrity checks.
Modeled application files, i.e., artifacts in TOSCA terms, is
one obvious example. All artifacts are always modeled as
Artifact Templates of particular Artifact Type in TOSCA, e.g.,
a Java web application artifact is a template of Web application
Archive (WAR) Artifact Type. While Artifact Type is a generic

entity which does not store any sensitive data, the Artifact
Templates include actual application files. However, in TOSCA
specification there is no standard way to describe security
requirements using policies for Artifact Templates. To provide
such modeling capabilities, an extension to TOSCA is needed.
Since properties are defined at the level of Types in TOSCA,
e.g., Node Types, it is useful to have a mechanism allowing
to enforce security requirements at this level. Semantically,
this would mean that encryption or signing policies have to be
applied to all Node Templates of a certain Node Type. TOSCA
does not offer a standard way of attaching policies to specific
properties, thus a proper way to enforce protection of properties
at the level of Node Types is needed as well.

C. TOSCA Policy Extensions
To support the attachment of security policies to afore-

mentioned TOSCA entities we introduce several extension
points. All policies are defined in a dedicated extension element
which belongs to a chosen entity. A simplified XML snippet
in Figure 6 shows extension policies for Artifact Templates
and Node Types from Figure 5. For Artifact Templates, a
security policy is attached in a separate element directly to
the Artifact Template. Essentially, an Artifact Template is a
container grouping related files in a form of file references.
We treat Artifact Templates as atomic entities meaning that
policies are applied to all referenced files which makes the
semantics of modeled security requirements clearer. If some
referenced files need to be distributed without enforcement of
policies, they can be modeled as separate Artifact Templates.

A combination of two policy types has to be defined in
a dedicated extension element for encryption and signing of
properties. A modeler has to specify a list of property names that
must be encrypted or signed as well as to attach a corresponding
action policy. These extensions allow participants to model
desired security requirements for parts of the CSAR.

<ArtifactTemplate name=“Python-Service" ...>
<Policies>
<Policy applied="false" name="encryption"

policyType="csar:EncryptionPolicyType" 
policyRef="csar1:c0e9a0e7".../>

</Policies>
<ArtifactReferences>
<ArtifactReference ref=".../Service.py"/>

</ArtifactReferences>
</ArtifactTemplate> 
...
<NodeType name="vSphere" ...>
<PropertiesDefinition>...</PropertiesDefinition>
<Policies>
<Policy ... name="signing" .../>
<Policy ... name="signedprops" .../>

</Policies>
</NodeType>

Figure 6. Example of TOSCA extension policies specification in XML.

The introduced extensions, however, do not offer modeling
capabilities for signing the entire CSAR. These two notions of
integrity might contradict with each other, since a party having
parts of the cloud service belonging to other parties is required
to sign them as well. Hence, we separate the integrity check
for a specific part of the model from an integrity check of the
entire CSAR leaving the latter outside of TOSCA modeling.
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The Policy Types and Templates representing action and
grouping policies are lightweight. The Encryption Policy
Type defines a key’s hash value, an algorithm, and a key’s
size as its properties. In the corresponding Policy Template,
these properties are populated using the respective key’s data.
Similarly, the Signing Policy Type has public key’s hash and
related certificate chain as its properties, filled in using the
given key. Certificate chain can be embedded, e.g., in a form
of a Privacy Enhanced Mail (PEM) encoded string in case of
X509 [41] certificates. The only property defined in grouping
policies is a space-separated list of property names. This Policy
Type is abstract and is not directly bound to any specific
entity. Therefore, the tooling is responsible for checking the
consistency of specified property names in attached policies.

D. Self-Contained CSAR

Preservation of CSAR’s self-containment property after
enforcement of modeled policies requires embedding the
signature information for artifacts and properties into the
corresponding entities. More specifically, when a signature
for an artifact is created, it has to be placed along with other
files referenced in the artifact. For the signature of properties,
one artifact containing all properties’ signatures needs to be
generated and attached to the corresponding Node Template.
Following this approach, modeled entities remain self-contained
even in case they are being reused in other Service Templates.

VI. PROTOTYPICAL IMPLEMENTATION

In this section we describe the prototypical implementation
of the presented concepts. The prototype is based on the Open-
TOSCA ecosystem, an open source toolchain for development
and execution of TOSCA-compliant cloud applications. The
OpenTOSCA ecosystem consists of such tools as Winery [42],
[43], OpenTOSCA Container [13], and Vinothek [44].

Winery is the core part for implementation of the presented
concepts, as most of them are coupled with the modeling
process. Winery is a feature-rich modeling environment for
TOSCA-compliant applications. It is written in Java program-
ming language and uses Angular for the frontend. The prototype
is open source and available via Github [45]. As discussed
in Section IV, in our approach every modeler is required to
use a local Winery instance due to the absence of a centralized
environment. Since keys are used for enforcement of policies,
Winery is extended to support key management functionalities.
This includes storing, deletion, and generation of symmetric
and asymmetric keys. For key storage we rely on usage
of Java’s Java Cryptography Extension KeyStore (JCEKS)
keystore for storing all imported keys together. Assuming that
Winery runs in a local and secure environment of a distinct
party, publishing keys is not problematic since keys never
leave the modeler’s environment. This approach, however, has
to be extended to support multiple-owner Winery instances.
Corresponding policies are generated based on selected keys.
For key distribution, a partner-wise specification of access
control lists for security policies is added to Winery. Every
participant needs to maintain the list of partner-specific rules
negotiated by means of agreements in collaborations. Therefore,
whenever a key is requested by some party, the key access rights
are defined based on the local rules in Winery. All functionalities
are accessible via the corresponding REST endpoints.

The prototype supports modeling of security requirements
via Winery’s built-in XML editors for respective TOSCA
entities. Winery stores modeled TOSCA entities in a decoupled
manner making a concept of CSAR important only at export
or import time. At import time, CSARs are disassembled into
distinct entities to prevent storing duplicates. In a similar
manner, at export time CSARs are assembled from all the
entities included in the chosen Service Template. This results
in an issue that TOSCA meta files are not explicitly stored
and are generated on-the-fly. Enforcement of modeled security
policies at export time for selected TOSCA entities, e.g.,
Service Templates or Artifact Templates, happens in case
specified keys are present in the system. Signatures for files
in Artifact Templates are generated as additional files in the
same Artifact Template. If the files of Artifact Templates are
subjects to both, encryption and signing requirements, then
the signatures of plain and encrypted files are attached. This
allows verifying the integrity of target files to both, authorized
and unauthorized parties. Signatures for properties are grouped
as a separate Artifact Template of type “Signature” which is
attached to the respective Node Template. This ensures the
self-containment property of deployment models. If policies
were applied, the corresponding attribute is set to signify this
fact. After encryption and signing requirements are enforced,
an external signature of a CSAR is generated using a so-called
master key, which is specified by the modeler for the whole
environment as discussed in Section IV. The corresponding
certificate or chain of certificates for this external signature is
embedded into the CSAR and is used for verification at import
time. This signature is verified first at import time and is not
stored if verification succeeds, since the CSAR is decomposed
into distinct separately-stored entities. Import does not happen
in case if integrity checks were not successful. In case keys
requested by a modeler were provided, they can be imported
and used for decryption of entities. Finally, only the modeler
who has an entire set of keys is able to decrypt and deploy the
final application. Deployment and execution in OpenTOSCA
Container then happens in a regular manner, since the CSAR
contains the original deployment model.

VII. RELATED WORK

The problem of data protection in outsourcing and collab-
oration scenarios appears in works related to different fields.
Multiple works attempt to tackle security-related problems
using centralized approaches. Wang et al. [29] present a
method for protecting the models in collaborative computer-
aided design (CAD), which extends RBAC mechanism by
adding notions of scheduling and value-adding activity to
roles. Authors propose to selectively share data to prevent
reverse engineering. However, no clear description how to
enforce the proposed model is given. Cera et al. [46] introduce
another RBAC-based data protection approach in collaborative
design of 3D CAD models. Models are split into separate
parts based on specified role-based security requirements to
provide personalized views using a centralized access control
mechanism. Li et al. [30] propose a security policy meta-
model and the framework for securing big data on the level
of Infrastructure as a Service (IaaS) cloud delivery model
using sticky policies concept. Policies are loosely-coupled
with the data and the framework relies on a trusted party
which combines policy and key management functionalities
and enforces the access control. Huang et al. [47] introduce a
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set of measures allowing to protect patients data in portable
electronic health records (EHRs). Authors propose a centralized
system which combines de-identification, encryption, and digital
signatures as means to achieve data privacy. Li et al. [34]
describe an approach based on the Attribute-Based Encryption
which helps to protect patient’s personal health records in the
cloud. In this approach, data is encrypted using keys that are
generated based on the owner-selected set of attributes and
then published to the cloud. Users can only access the data in
case they possess corresponding attributes, e.g., profession or
organization. More specifically, users are divided into several
security domains and the attributes for these domains are
managed by corresponding attribute authorities. Decryption
keys, therefore, can be generated independently from data
owners by the respective attribute authorities.

A number of approaches focus on the data encryption in
outsourcing scenarios. Miklau and Suciu [48] introduce an
encryption framework for protecting XML data published on the
Internet. Contributions of the work include a policy specification
language available in the form of queries and a model allowing
to encrypt single XML documents. Access control is enforced
based on key possession. Vimercati and Foresti [49] discuss
fragmentation-based approaches for protecting outsourced
relational data. The authors elaborate on several techniques
allowing to split up the given data based on some constraints
into one or more fragments and store them in a way to
protect confidentiality and privacy. For instance, data can be
split into two parts and stored on non-communicating servers.
Whenever constraints cannot be satisfied for some attributes,
the encryption is used. In the follow-up work, Vimercati et
al. [50] present a way to enforce selective access control using
the cryptography-based policies. Authors propose to use key
derivation mechanisms to simplify the distribution of keys.

To the best of our knowledge, none of the discussed
approaches successfully tackles our problem of deployment
models protection in collaborative application development
scenarios. Most of the discussed approaches rely on the idea
of a trusted party which can regulate the access control. While
it is desirable to have a central authority, in many cases it
is unrealistic, leading to a need for peer-to-peer solutions.
Moreover, having focus only on separate security requirements
like encryption or strong assumptions about the underlying data
make these approaches not suitable for the described problems.

VIII. CONCLUSION AND FUTURE WORK

In this work, we showed how security requirements can
be modeled and enforced in collaborative development of
deployment models. We identified sensitive parts in deployment
models and proposed a method which allows protecting
them based on a combination of existing research work. For
validation of the presented concepts, we applied them to
TOSCA, an existing OASIS standard, which specifies a provider-
agnostic cloud modeling language. The resulting prototypical
implementation is based on the modeling environment called
Winery, which is a part of the OpenTOSCA ecosystem, an
open source collection of applications supporting TOSCA.

One issue in our approach that has to be optimized is the way
keys are distributed. We rely on the fact, that not all participants
need to exchange keys which, however, does not solve the
scalability problem. If N keys were used for encryption,
eventually all of them will be used in key distribution. For

improving the efficiency, the key derivation techniques, e.g.,
described by Vimercati et al. [50], can be used to reduce the
number of keys that need to be exchanged. Another problem
for future work is the generalization of the adversary model.
Since deployment models can be intentionally corrupted by
an adversary, there is a strong need to store the provenance
information which describes deployment model’s states at
every export with respect to certain collaboration. Having such
provenance information stored in some accessible form makes
it possible to track the entire collaboration history with all
the deployment model states that were existing throughout
the process. For this reason, one might employ a centralized
system, which will also simplify the policy enforcement and key
distribution processes, or store the provenance in a decentralized
fashion, e.g., by utilizing the blockchain technology [51].

Finally, there is a pitfall for cases when files are modeled
in a form of references, e.g., if they reside on a remote server.
Encrypting and signing such files completely changes the
verification semantics as only the references are checked. This
is not safe since the actual content behind the reference can be
changed multiple times by the data owner without changing the
reference itself. Moreover, the usage of references invalidates
the self-containment property of deployment models. In the
future work, referenced files need to be materialized at export
time which solves this problem and preserves deployment
models in a self-contained state.
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[6] M. Zimmermann, U. Breitenbücher, M. Falkenthal, F. Leymann, and
K. Saatkamp, “Standards-based function shipping – how to use tosca for
shipping and executing data analytics software in remote manufacturing
environments,” in Proceedings of the 2017 IEEE 21st International
Enterprise Distributed Object Computing Conference (EDOC 2017).
IEEE Computer Society, 2017, pp. 50–60.

[7] G. Karjoth, M. Schunter, and M. Waidner, “Platform for enterprise
privacy practices: Privacy-enabled management of customer data,” in
International Workshop on Privacy Enhancing Technologies. Springer,
2002, pp. 69–84.

[8] W. Bagga and R. Molva, “Policy-based cryptography and applications,”
in International Conference on Financial Cryptography and Data Security.
Springer, 2005, pp. 72–87.

[9] A. Harrington and C. Jensen, “Cryptographic access control in a
distributed file system,” in Proceedings of the 8th ACM symposium
on Access control models and technologies. ACM, 2003, pp. 158–165.

[10] OASIS, Topology and Orchestration Specification for Cloud Applications
(TOSCA) Version 1.0, Organization for the Advancement of Structured
Information Standards (OASIS), 2013.

56Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-661-3

SECURWARE 2018 : The Twelfth International Conference on Emerging Security Information, Systems and Technologies

                           67 / 168



[11] OASIS, Topology and Orchestration Specification for Cloud Applications
(TOSCA) Primer Version 1.0, Organization for the Advancement of
Structured Information Standards (OASIS), 2013.

[12] A. Bergmayr et al., “A systematic review of cloud modeling languages,”
ACM Comput. Surv., vol. 51, no. 1, Feb. 2018, pp. 22:1–22:38.

[13] T. Binz et al., “Opentosca – a runtime for tosca-based cloud applications,”
in Service-Oriented Computing. Berlin, Heidelberg: Springer, 2013,
pp. 692–695.

[14] C. Endres et al., “Declarative vs. imperative: Two modeling patterns for
the automated deployment of applications,” in Proceedings of the 9th

International Conference on Pervasive Patterns and Applications. Xpert
Publishing Services (XPS), Feb. 2017, pp. 22–27.
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Abstract—Ciphertext-Policy Attribute-Based Encryption (CP-
ABE) is a fine-grained encryption technique, which can provide
selective access control. Although it is computationally expensive,
it has been proved feasible on resource-constrained devices, such
as mobile devices and Internet of Things (IoT) devices. We
look into the use case of storing important information, such
as health records or sensor information from such devices by
the user locally or through direct selective access by various
users based on their roles. It must protect the information from
malicious users with the support of an efficient revocation scheme.
It must provide uninterrupted access to the unrevoked users
without re-encryption or redistribution of keys. In this paper,
we review the Emura’s constant ciphertext CP-ABE scheme,
which offers the advantage of retaining constant-sized ciphertext
on resource-constrained devices. We propose a novel scheme
called Proxy-based Scalable Revocation for Constant Ciphertext
Length (ProSRCC) to improve it for scalable revocation without
re-encryption and re-distribution of keys. It uses a trusted
proxy server for partial decryption and revocation of users.
The paper presents ProSRCC’s design and implementation on
the Pairing-based cryptography (PBC) library and compares it
with the Proxy based Immediate Revocation of ATTribute-based
Encryption (PIRATTE) and Emura’s constant length CP-ABE
schemes. The results indicate that computation time for ProSRCC
is least as compared to the other schemes. Hence, it is beneficial
to encrypt information with ProSRCC and get constant-sized
ciphertext, as well as support for scalable revocation especially
on static and resource-constrained devices.

Keywords:—PIRATTE; CP-ABE; ProSRCC.

I. INTRODUCTION

An Attribute-based Encryption (ABE) is an encryption
scheme, where different users have specific attributes and can
decrypt a given ciphertext, which is associated with an access
policy of these attributes. Characteristics of a user, e.g., his
name or date of birth can be used for access control of
important resources and information. Schemes, such as [1]
[2], are an example of the Identity-Based Encryption (IBE)
scheme, which does not disclose the identity of the decryptor
in any case. Canetti et al. [3] proposed the first ABE scheme
inspired by IBE. In the IBE schemes, there is a one-to-one
relationship between an encryptor and a decryptor and the
schemes assign only one decryptor for an encryptor. Whereas
the ABE schemes assign many decryptors to a single encryp-
tor by assigning some common attributes to the decryptors,
such as mail ID, gender, age and so on. The ABE schemes
have two variants namely Key-Policy ABE (KP-ABE) and

Ciphertext-Policy ABE (CP-ABE). The KP-ABE [1] [3] is a
scheme such that it associates each user’s private key with
an access structure. However, in the CP-ABE schemes, an
access-structure is defined for each ciphertext, which means
that an encrypting party can decide who should be allowed to
access the ciphertext. However, in the earlier ABE schemes
[7] [8], the ciphertext length was dependent on the number of
attributes present in the access structure. Also, the number of
pairing computations increased with an increase in the number
of attributes. Boneh et al. [4] and Katz et al. [5] presented
the idea of the Predicate Encryption Scheme (PES) in which
the predicates and attributes are associated with the users and
ciphertexts respectively. According to Boneh et al. [4] and
Katz et al. [5], PES is another variant of the CP-ABE scheme.
However, both the schemes [4] [5] suffered from the problems
of increase in the number of pairing computations and the
length of the ciphertext with the increase in the number of
attributes.

According to the survey of the existing techniques presented
by Hwang et al. [6], an ideal ABE scheme must have the
following capabilities:

• Data confidentiality: Any unauthorized participant cannot
find out any information about the encrypted data.

• Fine-grained access control: For access control to be
flexible, the access rights, even for the users of the same
group, are different.

• Scalability: The overall performance of an ABE scheme
will not go down with the total number of approved
participants. Thus, we can say that an ABE scheme can
deal with the case where the number of the authorized
users increases dynamically.

• Attribute or user-based revocation: If any participant
leaves the system, then his access rights will be revoked
by the ABE scheme. Similarly, attribute revocation is
inevitable.

• Accountability: In all previous the ABE schemes, the
dishonest/illegal users were able to directly distribute
some part of the transformed or original keys such that
nobody will know the real distributor of these keys.
Accountability should prevent the above problem, which
is called key abuse.

• Collusion resistance: The unauthorized users cannot de-
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crypt the secure data by combining their attributes to
match the access policy.

The length of ciphertext plays an important role in any CP-
ABE system. Cloud storage systems are capable of storing
long ciphertexts, but for those devices where space is limited,
an increase in the length of ciphertext can become a problem.
Emura et al. [10] provided a solution of constant length CP-
ABE scheme. The number of pairing computations also affects
the time taken to either encrypt or decrypt. In the Emura et
al.’s [10] scheme, the number of pairing computations is also
constant for both encryption and decryption.

Revocation is an essential feature for CP-ABE schemes.
According to Jiang et al. [16], revocation can be done using
direct and indirect methods. The indirect methods require re-
encryption of the ciphertext after revocation. Re-encryption
involves the regeneration of ciphertext and secret keys. How-
ever, in the direct method, re-encryption is not necessary.
There are different revocation techniques proposed to date.
For resource constrained devices, re-encryption is costly and
time-consuming and can interrupt the service for unrevoked
users. Li et al. [18] have proposed a revocation scheme
based on Emura et al.‘s [10] CP-ABE scheme for both user
and attributes. However, it requires re-encryption and key re-
generation. Jahid et al. [19] proposed another such scheme
for revocation, named Proxy based Immediate Revocation of
ATTribute-based Encryption (PIRATTE). Their scheme uses
a trusted proxy server and enhances the Bethencourt et al.’s
[7] CP-ABE scheme. However, both the schemes suffer from
the increasing ciphertext size problem. Proxy-based solutions
have been proposed based on a proxy server, a third party
which should be online all the time, to ensure malicious user
revocation. Such schemes divide the user secret-key into two
parts. The proxy server keeps a revocation list, and one part of
the user secret-key to itself and the user keeps the other part.
Whenever the Trusted Computing Authority (TCA) discovers
a malicious user or some attributes to be revoked, it lists them
in the revocation list held by the proxy server. Decryption
involves two steps: First, the proxy does partial decryption
using part of the key held by it. Then, the user receives this
part and continues with the rest of the decryption process. The
proxy causes the partial decryption to fail for revoked users
and hence, they cannot decrypt the ciphertext successfully
[20].

A. Contribution
• We propose a Proxy-based Scalable Revocation for Con-

stant Ciphertext Length (ProSRCC) scheme for improv-
ing the Emura et al.’s [10] scheme for scalable revocation.
A trusted proxy server calculates a partial decryption
element and passes it to all users such that users in the
revocation list get revoked, and the unrevoked users can
decrypt without interruption. Based on this element, only
the legitimate users can obtain access to the ciphertext.
The ProSRCC does not require re-encryption of the
ciphertext or re-distribution of the keys. The proxy server
and the revocation list are enough to handle the access

control.
• Experimental results and comparison of ProSRCC with

the existing techniques indicate that it is an efficient and
scalable revocation scheme.

• We present a Case Study using ProSRCC for resource-
constrained devices with scalable revocation, such as
accessing a food vending machine using the user’s mobile
device for allowing access to selective food items based
on the user’s role.

B. Organization
The rest of the paper is organized as follows. Section II

discusses the related work for the previous CP-ABE schemes
and revocation schemes. Section III presents the preliminary
construction, some definitions and notations used in the paper.
We also describe the CP-ABE scheme with constant cipher-
text length in Section III. Section IV explains the proposed
revocation scheme ProSRCC followed by its implementation
in Section V. We present the experimental results in Section
VI, which is followed by a case study on a smart food vending
machine in Section VII. We finally conclude the paper in
Section VIII.

II. RELATED WORK

A. Basic CP-ABE
There are several CP-ABE schemes introduced to date. They

require access policies using attributes within the encryption
procedure. Sahai and Waters (SW) [7] first presented the idea
of access policies over attributes. They suggest that there must
be an association of both the secret keys and ciphertexts with
some sets of attributes. Decryption is possible only if the secret
key and ciphertext attribute set overlap each other.

Goyal et al. [1] suggested the possibility of a CP-ABE
scheme, but they did not provide any constructions. In a CP-
ABE scheme, every user’s secret key is associated with an
arbitrary number of attributes expressed as strings and the
ciphertext is associated with an access structure. A user can
decrypt a ciphertext, only if his attributes satisfy the access
structure related to the ciphertext. Goyal et al. [11] and Liang
et al. [12] use a bounded tree as access structure. Goyal et al.
[11] presented a bounded CP-ABE scheme and gave an idea
of generalizing the approach to show how to transform a KP-
ABE scheme into an equivalent CP-ABE scheme. Ibraimi et
al. [7] [13] have used the tree access structure to remove the
boundary constraints presented in [11] [12] and proposed a
new CP-ABE scheme without using Shamir’s threshold secret
sharing. Bethencourt et al. [7] provided an implementation of
CP-ABE scheme and has an open source CP-ABE-toolkit.

B. CP-ABE Schemes Supporting AND Gate Access Policy
Cheung et al. [8] introduced a new CP-ABE scheme, which

supports AND gate access policy with two types of attributes,
positive and negative attributes. It terms the attributes, which
participate in the access policy as positive terms. The scheme
is secure under the standard model. For those attributes, which
are not be a part of the access structure, it uses a wildcard (do
not care) element. The scheme is Chosen Ciphertext Attack
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(CPA) secure under the Decisional Bilinear Diffie-Hellman
(DBDH) assumption. Moreover, it improves the security proof
in Bethencourt et al. [7]. Unfortunately, Cheung et al.’s [8]
scheme has two drawbacks. Firstly, it is not flexible enough
since it supports only policies with the logical conjunction.
Secondly, the size of the ciphertext and the secret key linearly
increase as the number of attributes increase in this scheme.
Hence, this scheme is less proficient as compared to Bethen-
court et al.’s CP-ABE scheme [7].

Based on Cheung et al.’s [8] scheme, Nishide et al. [9] and
Emura et al. [10] further improved the efficiency and provided
hidden access policies. Nishide et al. [9] also proposed another
scheme, which supported the AND gate access policy on
multi-valued attributes. Emura et al. [10] have used the same
access policy and further improved the scheme to achieve a
constant number of bilinear pairing operations along with a
constant length of ciphertext.

C. CP-ABE with Revocation
The revocation feature is essential for encryption systems to

deal with the malicious behavior of users. However, addition
of the revocation feature in ABE schemes is much more com-
plicated than any public key cryptosystem or IBE schemes.
The design of revocation mechanisms in previous CP-ABE
schemes was difficult as users with same attributes might have
been holding same user secret key.

There are two methods to realize revocation: indirect re-
vocation method and direct revocation method. In an indirect
revocation method, the owner delegates authority to execute
the revocation function, which releases a key-update material
after every delegation, in such a way that only non-revoked
users will be able to update their keys. An advantage of the
indirect revocation method is that the data owner does not need
to know the revocation list. However, the disadvantage of the
indirect revocation method is that all non-revoked users need
communication from the respective authority at all time slots
in the key-update phase. Some related attribute revocable ABE
schemes, which used the indirect method, have been proposed.
In the direct revocation method, the data owner performs direct
revocation, which specifies the revocation list while encrypting
the ciphertext. The benefit of the direct revocation method over
the indirect revocation one is that there is no requirement for a
key-update phase for all non-revoked users who are interacting
with the authority.

Attrapadug et al. [21] first proposed a hybrid ABE (HR-
ABE) scheme, which utilized the advantage of both indirect
and direct methods. Jahid et al. [19] proposed a proxy-based
solution for revocation scheme called Proxy-based Immediate
Revocation of ATTribute-based Encryption (PIRATTE). In
their scheme, the proxy is trusted minimally and also it is not
able to decrypt ciphertexts on its own. The proxy has a part
of the key, so each time before decryption proxy calculates a
proxy data, which assists in decryption. The PIRATTE scheme
provides both user and attribute-level revocation. It involves
two additional costs before decryption: re-generation of the
elements held by the proxy server and reconstruction of the

ciphertext elements specific to the leaves in the tree access
policy. The PIRATTE scheme uses the idea of re-encryption
by the proxy server. However, it can revoke only a limited
number of users.

In the PIRATTE scheme, the key authority generates a
polynomial P of degree t over Zp. Here, t is the maximum
number of users, which can be revoked at a time. The user’s
secret keys are blinded with P(0). All users get a share of the
polynomial P. For a revoked user, the proxy share takes its
share and adds it into the proxy-key. Thus, any revoked user
will not be able to get the plaintext from a ciphertext as it
does not have enough points to unblind their secret key.

Sethia et al. [23] presented another novel scheme Scal-
able Proxy-based Immediate Revocation For CP-ABE Scheme
(SPIRC) for user revocation. It improves the PIRATTE scheme
for scalable user revocation. However, since it is based on
Bethencourt’s CP-ABE scheme [7], the length of the ciphertext
is not constant.

Zhang et al. [22] have proposed a revocation technique using
the subset difference scheme, which supports the attribute level
revocation. In this scheme, the authors have changed the access
structure completely. Instead of taking the attribute set, they
have taken the set of users satisfying a subset of attributes.
Their scheme ensures forward and backward secrecy. Li et
al. [18] have proposed an efficient and attribute revocable
scheme for cloud-based systems. They have used the same
access policy as Emura et al.’s [10] scheme, which is AND-
gates on multi-value attributes. Their scheme sends a key-
update message to users for updating their keys. In case of
user revocation, the non-revoked users must again update the
authorization key, which interrupts the access.

In this paper, we propose a novel revocation scheme, which
is based on Emura et al.’s [10] CP-ABE scheme. It improves
it for scalable user revocation and allows uninterrupted access
to non-revoked users. Hence, it can be used for direct selective
access for information on resource-constrained static devices,
such as a mobile-based health card or a static food vending
machines.

III. PRELIMINARY CONSTRUCTION

A. Bilinear Group
Bilinear groups make the CP-ABE scheme secure against

various attacks. The algebraic groups are called bilinear
groups, which are groups with bilinear map.
Definition (Bilinear map). Assume G1, G2, and G3 are three
multiplicative cyclic groups of prime order p. A bilinear
mapping is done as follows
e : G1×G2→ G3
e is a deterministic function; it takes one element from each
group G1 and G2 as input, and then produces an element of
group G3, which satisfies the following criteria:

1) Bilinearity : For all

x ∈ G1, y ∈ G2, a, b, e(xa, yb) = e(x, y)ab.

2) Non degeneracy: e(g1, g2) 6= 1 where g1 and g2 are
generators of group G1 and G2 respectively.
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TABLE I. LIST OF NOTATIONS

Notations Their Meaning

PK,MK,SKL
User’s Public, Master and Secret Keys

M,C,RL Message, Ciphertext, Revocation List

L/Lu
User attribute list associated with a
user, also called user access structure

W/Wc
Access structure associated with
ciphertext

G1, G2, G3, GT
Multiplicative cyclic groups of order p

e, g
Pairing, Generator of multiplicative
cyclic group

Cuseri

An element computed by proxy server
for the ith user to be used in
decryption.

Cattri

An element computed by proxy server
for the ith user to be used only in
decryption.

Kattri

An element computed by key
authority (KA) for the ith user to be
used by proxy server.

3) e must be computed efficiently.

Table I defines the different notations used throughout the
paper.

B. Emura et. al’s Constant Ciphertext Length CP-ABE Scheme
[10]

In this section we describe the basic algorithms for the
different phases of the Emura et. al’s [10] scheme.

• Setup: It takes the security parameter K as an input and
produces two keys, a public key PK, and a master key
MK.

• KeyGen: It takes the keys PK, MK, and a set of user
attributes L as input and produces a user secret key SKL

associated with user’s attribute list Lu.
• Encrypt: It takes the key PK, a message M and an access

structure W as input. It produces a ciphertext C such that
a user with secret key SKL can decrypt the ciphertext C
if Lu |= Wc, i.e the attribute list Lu satisfies the access
structure Wc.

• Decrypt: It takes PK, ciphertext C, which is encrypted
by Wc, and SKL as inputs. It returns M if user attribute
list Lu, which is associated with SKL satisfies Wc.

1) Definition of Access Structures
Previous ABE schemes have used different variants of ac-

cess structures, such as tree-based, threshold structure, linear,
AND-gates with positive and negative attributes along with
wild-cards and AND-gates on multi-valued attributes. This
scheme uses the sum of master keys to achieve the constant
ciphertext length. Hence, it uses AND-gates on multi-valued
attributes. They are defined as follows:

Definition 1. Let Univ = att1, .., attn be a set of all possi-
ble attributes. For atti ∈ Univ, Si = vi,1, vi,2, .., vi,ni is a set

of all possible values, where ni is the total number of possible
values for atti. Let Lu = [Lu1, Lu2, .., Lun], Lui ∈ Si be an
attribute list for a user, and Wc = [Wc1,Wc2, ..,Wcn],Wci ∈
Si be an access structure defined on a ciphertext. The notation
Lu |=Wu expresses that an attribute list Lu satisfies an access
structure Wc , namely, Lui =Wci(i = 1, 2, ..., n).

The number of access structures are
∏n
i=1 ni . For each

atti, an encryptor has to explicitly indicate a status vi,∗ from
Si = vi,1, vi,2, .., vi,ni

.
The access structure of our scheme ProSRCC is based on

AND-gate access structure. It does not include wild-cards as
it has been used in [7] [12]. In [12], an access structure Wc

is defined as Wc = [Wc1,Wc2, ..,Wcn] for Wci ⊆ Si, and
Lu |= Wc is defined as Lui ∈ Wci(i = 1, 2, ..., n). ProSRCC
access structure is a subset of the access structures used in [7]
[12]. However, even if previous CP-ABE schemes [7] [12] use
AND-gate access structure with multivalued attributes, then
the length of their ciphertext still depends on the number of
attributes.
2) Details of the Algorithms

The details of the algorithms for the Emura et al.’s [10]
scheme are:
• Setup Algorithm

A Trusted Certified Authority (TCA) selects a prime
number p, a bilinear group (G1,GT) with order p, a
generator g ∈ G1, h ∈ G1, y ∈ Zp and ti,j ∈R
Zp(i ∈ [1, n], j ∈ [1, ni]). TCA computes Y = e(g, h)y ,
and Ti,j = gti,j (i ∈ [1, n], j ∈ [1, ni]). TCA outputs
PK = (e, g, h, Y, Ti,ji ∈ [1, n], j ∈ [1, ni]) and MK =
(y, ti,ji ∈ [1, n], j ∈ [1, ni]).
Note that we assume
∀Lu, L′u(Lu 6= L′u),

∑
vi,j∈Lu

ti,j 6=
∑
vi,j∈L′

u
ti,j .

• Keygen Algorithm
KeyGen (PK,MK,Lu): The TA chooses r ∈R Zp, and
outputs the secret key SKL = (hy(g

∑
vi,j
∈Lu ti,j )r, gr),

and sends it to a user with access structure Lu.
• Encrypt Algorithm

Encrypt (PK,M,Wc): An encryptor chooses s ∈R Zp
and computes C1 = M.Y s, C2 = gs and C3 =
(
∏
vi,j∈Wc

Ti,j)
s. The encryptor outputs the ciphertext

C = (Wc, C1, C2, C3).
• Decrypt Algorithm

Decrypt (PK,C, SKL): Before decryption, it checks if
the access structure of the user and access structure
related to the ciphertext are equal or not. If they are not
same, it means that particular user can not access the
ciphertext. However, if they are the same then decryption
is done as follows:

=
C1.e(C3, gr)

e(C2, hy.(g
∑

vi,j∈Lu
ti,j )r)

=
M.e(g, h)sy.e(g, g)

s.r.
∑

vi,j∈Wc
ti,j

e(g, h)sy.e(g, g)
s.r.(

∑
vi,j∈Lu

ti,j)

=M

This way, the decryption of the ciphertext is successful.
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IV. PROXY-BASED SCALABLE REVOCATION FOR
CONSTANT CIPHERTEXT LENGTH (PROSRCC)

SCHEME

In this paper, we propose a novel proxy-based scalable
revocation scheme called Proxy-based Scalable Revocation for
Constant Ciphertext Length (ProSRCC) scheme. It improves
the Emura et al.’s [10] scheme with scalable revocation. It
accomplishes revocation with the help of a trusted proxy
server, which computes a proxy element to complete the
decryption process. It modifies the proxy term only for a
revoked unauthorized users. The ProSRCC scheme supports
two types of revocation schemes attribute-based and user-
based revocation.

Role of Proxy Server: In our scheme the proxy server
assists in partial decryption by providing two proxy terms
required to complete decryption process. The proxy server
contains a list of revoked users, a list of revoked attributes
and corresponding users from whom attributes have been
revoked. This list is called the revocation list RL. The proxy
server uses the list RL and the user’s secret key to compute
two components named as Cuseri and Cattri . It modifies
the two components for revocation for a revoked user so
that decryption fails. The non-revoked users can continue to
access the ciphertext uninterruptedly without re-encryption or
re-distribution of the keys.

The Key Authority (KA) handles all the attributes for a
user. In case of attribute level revocation, the proxy server
contacts KA to calculate Kattri value and uses it to compute
Cattri . The proxy server does not need Kattri in case of
user revocation or simple decryption for a non-revoked user.
The proxy server calculates Cuseri and Cattri and uses it to
complete the decryption process.

The setup(), keygen() and encrypt() phases are the same
in all cases as similar to the Emura et al’s [10] phases are
discussed in the previous section.

The proxy and decrypt algorithms are different in all cases
whether it is user-based revocation, attribute-based revocation
or no revocation and are described in the following subsec-
tions.

A. CASE I: No Revocation

• Proxy
Proxy(SKL, RL): The proxy server computes the com-
ponents Cuseri and Cattri .

Cuseri = (gλ), λ ∈ RandomNumber

Cattri = hy.(g
∑

vi,j∈Lu
ti,j )r.gλ

The proxy server forwards Cuseri and Cattri to the user
for further decryption.

• Decrypt Algorithm
Decrypt (PK,C, SKL, Cuser, Cattr): Decryption pro-
ceeds as follows:

=
C1.e(C3, gr)

e(C2, Cattri/Cuseri)

=
M.e(g, h)sy.e(g, g)

s.r.
∑

vi,j∈Wc
ti,j

e(gs, hy.(g
(r.

∑
vi,j∈Lu

ti,j)+λ).g−λ)

=
M.e(g, h)sy.e(g, g)

s.r.
∑

vi,j∈Wc
ti,j

e(g, h)sy.e(g, g)
s.r.(

∑
vi,j∈Lu

ti,j)+s(λ−λ)

=M

Thus, the decryption of a non-revoked user is done
successfully.

B. CASE II: Attribute-based Revocation
• Proxy

Proxy(SKL, RL): If attributes have been revoked for a
user i then the proxy server calculates Cuseri and Cattri
as follows: The proxy server will call the Key Authority
(KA) to calculate the value Kattri and send it back to the
proxy server. Kattri = (g

−r.
∑

vi,j∈RL ti,j )
After receiving Kattri from KA, the proxy server calcu-
lates Cuseri and Cattri .

Cuseri = (gλ), λ ∈ RandomNumber

Cattri = hy.(g
∑

vi,j∈Lu
ti,j )r.Kattri .g

λ

= hy.(g
∑

vi,j∈Lu
ti,j−

∑
vi,j∈RL ti,j )r.gλ

After calculating the components Cuseri and Cattri , the
proxy server sends these values to the user for further
decryption.

• Decrypt Algorithm
Decrypt (PK,C, SKL, Cuser, Cattr): Decryption is per-
formed as follows:

=
C1.e(C3, gr)

e(C2, Cattri/Cuseri)

=
M.e(g, h)sy.e(g, g)

s.r.
∑

vi,j∈Wc
ti,j

e(gs, hy.(g
(r.

∑
vi,j∈Lu

ti,j−
∑

vi,j∈RL ti,j)+λ).g−λ)

=
M.e(g, h)sy.e(g, g)

s.r.
∑

vi,j∈Wc
ti,j

e(g, h)sy.e(g, g)
s.r.(

∑
vi,j∈Lu

ti,j−
∑

vi,j∈RL ti,j)

6=M
It is clear from the above expression that in the denomi-
nator part, all the revoked attributes cancel out and thus
numerator is not nullified by the denominator. In this way,
decryption of the ciphertext fails.

C. CASE III: User-based Revocation
• Proxy

Proxy(SKL, RL): The proxy server computes the com-
ponents Cuseri and Cattri . Suppose any user i is revoked
completely then the proxy server computes the values of
Cuseri and Cattri as follows:

Cuseri = (gλ1), λ1 ∈ RandomNumber

Cattri = hy.(g
∑

vi,j∈Lu
ti,j )r.gλ2 , λ2 ∈ RandomNumber

The proxy server passes Cuseri and Cattri to the user i
to complete the decryption process.
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TABLE II. SYSTEM SETUP

Hardware Requirements

1.Disk space of 2 GB or more

2.RAM of 2048 MB or more
3.Intel Dual Core Processor of
1.7 GHz or faster

Software Requirements

1.32/64-bit Windows
XP/2008/7/8
2..PBC Library [14]
3.GMP Library [25]
4.CP-ABE Toolkit

• Decrypt Algorithm
Decrypt (PK,C, SKL, Cuser, Cattr): The decryption
proceeds as follows:

=
C1.e(C3, gr)

e(C2, Cattri/Cuseri)

=
M.e(g, h)sy.e(g, g)

s.r.
∑

vi,j∈Wc
ti,j

e(gs, hy.(g
(r.

∑
vi,j∈Lu

ti,j)+λ1).g−λ2)

=
M.e(g, h)sy.e(g, g)

s.r.
∑

vi,j∈Wc
ti,j

e(g, h)sy.e(g, g)
s.r.(

∑
vi,j∈Lu

ti,j)+s(λ1−λ2)

6=M

A revoked user cannot access the ciphertext since λ1 and
λ2 do not cancel each other and this causes the decryption
to fail.

V. IMPLEMENTATION

We have implemented the ProSRCC algorithm with the
setup given in Table II.

We have first implemented the CP-ABE scheme with AND-
gate access policy and revocation scheme using the CP-ABE
toolkit. All pairing based operations have been implemented
using the PBC library [14] and the GMP library [25]. The
PBC library is the backbone of all pairing based crypto-
systems. The PBC library uses the GMP library internally for
performing on signed integers and floating-point numbers. We
have implemented both the Emura et. al’s scheme [10] and
our proposed scheme ProSRCC using the PBC library. Secion
VI discusses the evaluation of their performance.

VI. EXPERIMENTAL RESULTS AND ANALYSIS

We compare our scheme with Jahid et al.’s [19] PIRATTE
scheme and Li et al.’s [18] schemes. We compare our proposed
revocation scheme with the other revocation schemes for
the access policy used, the time taken in encryption and
decryption, scalability and security features. The scheme given
by Jahid et al. [19] is a proxy-based scheme. The scheme
proposed by Li et al. [18] is a multi-authority scheme for cloud
servers and enhances Emura et al.’s [10] CP-ABE scheme with
scalable revocation.

A. Access policy
Access policy is the combination of attributes, which allows

decryption of a document. Jahid et al.’s [19] scheme use the
same tree access structure as used in the Bethencourt et al.’s [7]
scheme. Table III shows the comparison of the access policies.

TABLE III. ACCESS POLICY

Scheme Access policy used
Bethencourt et al. [7] Tree-based Access Structure

Jahid et al. [19] Tree-based Access Structure
ProSRCC AND-gates on multi-valued attributes

Li et al. [18] AND-gates on multi-valued attributes

B. Size of Each Entity
We compare the sizes for various entities such as

PK,MK,SK, and ciphertext in terms of the elements of a
bilinear group. Table IV illustrates the comparison between
the different schemes. Here n is the number of attributes. The
ciphertext for Jahid et al.’s [19] scheme depends on the total
number of attributes present in the access policy, whereas in
the case of the ProSRCC and Li et al.’s [18] schemes the size
of the ciphertext is constant. If number of attributes = 9, then
size of each value will be as given in Table V.

C. Computational Overhead
Computational overhead is shown in the form of group oper-

ation and pairing operation in Table VI. Jahid et al. [19] does
more number of group operations and pairing computations
as compared to ProSRCC and Li et al. [18] in encryption and
decryption.

D. Running Time
We have implemented the schemes and measured the actual

time taken by the encryption and decryption processes as
given in Table VII. The ProSRCC scheme provides scalable
revocation with a constant-sized ciphertext. The encryption
times are much less as compared to Jahid et al.’s [19] scheme
for the same number of attributes.

E. Comparison of Features Provided by Different Schemes
Different features of the attribute based encryption schemes

like- revocation, scalability and size of ciphertext have been
compared in Table VIII.

Our scheme is efficient from Jahid et al.’s [19] scheme in
that the length of the ciphertext and the costs for decryption
does not depend on the number of attributes. Especially, the
number of pairing computations is constant. AND-gates on
multi-valued attributes makes the access structure, a subset
of the access structures presented in [9]. Our scheme is
better than the scheme provided by Li et al. [18] because,
in this scheme, the user secret key is updated each time
attribute-based revocation occurs. However, in our scheme
whenever any number of attributes are revoked from any user,
it is added to the revoked list and is maintained and taken
care by the proxy server.
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TABLE IV. SIZE OF EACH ENTITY

Scheme PK MK SK
Cipher-
text

Jahid
et al.
[19]

3G1 + GT Zp + G (2n+1)G1 (2n+1)G1
+ GT

ProS-
RCC

(2n+1)G1
+ GT (n+1)Zp 2 G1 2G1 +

GT
Li et
al. [18]

(2n+1)G1
+ GT (n+1)Zp (n+1)G1 2G1 +

GT

TABLE V. SIZE OF EACH ENTITY WITH NUMBER OF
ATTRIBUTES=9

Scheme PK MK SK Ciphertext
Jahid et al.
[19] 3G1 + GT Zp+G 19G1 19G1 + GT

ProSRCC 19G1 +
GT 10Zp 2G1 2G1 + GT

Li et al.
[18]

19G1 +
GT 10Zp 10G1 2G1 + GT

F. Performance graph
The performance graphs in Figures 1, 2 and 3 illustrate the

time required by the different schemes by Jahid et. al. [19],
Emura et al. [10] CP-ABE and ProSRCC our proposed revoca-
tion scheme for key generation, encryption, and decryption re-
spectively. Key-generation time and encryption time for Jahid
et al. [19] and the original CP-ABE scheme [7] are almost
same. Only decryption time differs from the original CP-ABE
scheme. Hence, we compare the performances of Jahid et al.’s
[19] PIRATTE scheme, Emura et al.’s [10] scheme without
revocation and our revocation scheme ProSRCC.

It is clear from figure 1 that the time taken by Jahid et al.
[19] scheme to generate the private key is high as compared
to the Emura et al.’s [10] and our proposed schemes. Initially,
our scheme is taking less time to generate the private keys as
compared to the Emura et al.’s scheme [10]. However, after
6-7 attributes time taken to generate keys is increased. Figure
2 shows that Jahid et al.’s [19] scheme takes more time for
encryption as compared to Emura et al.’s [10] and our scheme.
In case of decryption initially, Jahid et al. [19] scheme is taking
less time as compared to Emura et al. [10] and our scheme.
However, after 3-4 attributes time is increasing almost linearly,
and it is more as compared to Emura et al.’s [10] and our
scheme.

G. Security Features of Our Scheme
Our scheme is secure against following attacks

1) Collusion resistant: For every user, their secret key is
blinded by a secret number r, so two users can never
collude to decrypt a ciphertext.

2) Chosen ciphertext attack (CCA): According to the selec-
tive security game for CP-ABE, as explained by Emura
et al. [10], adversary sends the challenge access structure
W to the challenger. As a result, the challenger replies

TABLE VI. COMPUTATIONAL OVERHEAD

Scheme Encryption time Decryption time

Jahid et al. [19] (n+1)G1 + nG2 +
GT 2GT + nG2

ProSRCC (n+1)G1 + 2G2 2GT + 2G2
Li et al. [18] 3G1 3GT

TABLE VII. RUNNING TIME

Scheme Encryption time Decryption time
Jahid et al. [19] 0.36sec 0.08sec

ProSRCC 0.0605sec 0.042sec

with PK. Then adversary submits an attribute list L to
the challenger, where L 6= W . The challenger gives the
corresponding secret key. Adversary further submits an
encrypted text C, for which access structure is W. The
challenger replies with the decrypted plaintext M. After
the completion of this phase, adversary now gives M0
and M1, two equal length messages to the challenger.
The challenger is free to choose either M0 or M1 and then
runs the encryption algorithm on the chosen plaintext and
gives it to the adversary. Now the adversary can submit
multiple keygen queries to get the secret keys related to
the various set of the attributes list. Each time, it generates
the secret key with a different random number r, which
blinds the key, so adversary will not be able to guess
the secret key even in a brute-force manner. In case of
revocation, the problem is still the same, so the adversary
will not be able to guess or compute the secret key.

3) Chosen plaintext attack (CPA): It is CPA secure because
it links each ciphertext with a different secret key s. The
selective game for CPA security eliminates the decryption
queries; rest is same as in the Chosen-ciphertext at-
tack(CCA) secure selective game. The adversary submits
the keygen queries and gives the plaintext to encrypt. It
repeats the process several times. However, each time it
encrypts the ciphertext with a different random number
s; it blinds the new ciphertext s. Moreover, it also blinds
each secret key SK by a new random number r, so
the secret key can also not be guessed. As explained
in Section IV that finding the value of x in gx is a
computationally hard problem.

4) Forward secrecy: It is secure because for each different
ciphertext secret key is different, this means that compro-
mise of one message cannot jeopardize others as well,
and there is no one secret value for encryption whose
acquisition would compromise multiple messages.

VII. CASE STUDY: SELECTIVE FOOD TOKEN VENDING
MACHINE

As traditional mobile phones have evolved into smart mobile
phones, vending machines have also developed into smart
vending machines, though at a much slower pace. Newer
technologies, such as the Internet connectivity, different types
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TABLE VIII. FEATURE COMPARISON

Scheme
Revoca-
tion

Scalabil-
ity

Constant
Length
Ciphertext

CP-ABE [7] 7 7 7

EMURA [10] 7 3 3

PIRATTE [19] 3 7 7

SPIRC [23] 3 3 7

ProSRCC 3 3 3

Figure. 1. Key generation time

of cameras and sensors, advanced payment systems, and
a wide range of identification technology, such as Near-
Field Communication (NFC) and Radio-frequency identifi-
cation(RFID) [23] [24] have been an important part in this
development. Such smart vending machines provide a more
user-friendly experience and further reduce the operating costs
thus improving the performance of the vending operations us-
ing remote manageability and intelligent back-end algorithms.
These smart vending machines can be used easily as a selective
access control systems.

Consider a token vending machine installed in a company’s
office as shown in Figure 4. A food token vending machine
is such type of machine, which provides the tokens based on
the level of an employee. The mode of payment can be coins
or smart cards. It provides many types of tokens, e.g., T1,
T2, and T3. However, it provides a different type of token
for a different level of employee, and there can be a large
number of tokens. The food vending machine accepts a smart
card/ID card of an employee. Based on their work-level, each
employee’s card has different attributes, which make their
secret key. Once an employee inserts his card to the token
vending machine, it reads the secret key. Based on their secret
key, a certain menu is shown on the screen. The menu can
be reading by partial decryption process on the machine and
the proxy server. The proxy then checks its revocation list

Figure. 2. Encryption time

Figure. 3. Decryption time

and computes Cuseri and Cattri elements and passes to the
in-built decryption process. Then the decryption process finds
the value of M (here type of M is the type of food token, e.g.,
T1, T2, and T3). If M matches to any token type value M,
it provides that type of token. Otherwise, the machine prints
an appropriate message on the screen. The vending machine
is shared by number of people and provides beverages on a
selective basis. The ProSRCC scheme is suitable to encrypt
the menu. It is based on Emura et. al’s CP-ABE scheme
[10] and hence the ciphertext will be constant in size so that
minimal storage is required on the vending machine. Also, the
ProSRCC scheme provides scalable revocation of users so that
the vending machine can be used uninterrupted by other valid
users.

The values of T1, T2, and T3 are pre-calculated as an en-
crypted ciphertext. The proxy can communicate with the server
having information about the employee and their work-level.
Suppose an employee leaves the company, another employee
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Figure. 4. Selective Food Token Vending Machine

wants to use his card. In this case, the proxy server will deny
access because when an employee leaves the company, his
id is then added to the revoked user list, resulting in the
denial of service. The other non-revoked users can access the
vending machine uninterruptedly without any requirement of
re-encryption of re-distribution of keys.

Whenever the food items are updated, the food token
vending machine also updates itself. Each time an employee is
promoted or demoted from his work-level, an update is made
in the revocation list by the proxy server. The changes made by
the proxy server are reflected while providing the food token
to an promoted/demoted employee of the company.

VIII. CONCLUSION

Revocation mechanism is an important feature of any en-
cryption system to administer the malicious behavior of its
users and to provide the selective access to its users based
on their attributes. For such a system to work in a resource-
constrained device, our scheme ProSRCC provides scalable
revocation feature with constant ciphertext length. It is an
improvement over Emura et al.’s [10] scheme as their scheme
does not provide revocation feature. Li et al. [18] propose a
revocation scheme for Emura et al.’s [10] scheme. However, it
lacks scalable revocation. The ProSRCC scheme is secure as
compared to the other schemes. Our scheme is secure against
CPA and CCA attacks, and it is also collusion resistant. It is
scalable as compared to Jahid et al.’s [19] PIRATTE scheme
because the number of attributes revoked in our scheme is not
limited. In the the PIRATTE scheme it is limited to t users(t
represents the polynomial’s degree used in the scheme). It
provides the revocation feature, but ciphertext length is not
constant. Thus, ProSRCC can provide selective access from
a stationary device used for sharing selective data to multiple
users by supporting optimized ciphertext length and scalable
revocation feature.
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Abstract— Network segmentation and security zone modelling 
is a best practice approach, widely known for minimizing the 
risks pertaining to the compromise of enterprise networks. In 
this paper, we propose a security zone modelling methodology, 
which automates the process of security zone specification using 
a definite set of formalized rules. It mainly helps to derive 
network security requirements based on the Clark-Wilson lite 
formal model. We illustrate our methodology using an example 
case study of e-commerce enterprise network infrastructure. 

Keywords- Network Security requirements; Security zoning. 

I. INTRODUCTION 

Over the past years, the growing dependency of the 
business-critical applications and processes on network 
technologies and services, has expanded the threat landscape 
to a large extent. Today, networks constitute the main vector 
as well as the convenient platform, to launch attacks against 
organizations. An inadequate network security design can 
lead to data loss in spite of the monitored traffic, and security 
incidents handling. In addition adds overhead in terms of time, 
effort, and costs.  

The current practice for eliciting and analyzing early 
network security requirements is driven by security zoning, a 
well-known defense in depth strategy for network security 
design [1]. Security zones constitute the logical grouping of 
security entities that are identified with similar protection 
requirements (e.g., data confidentiality and integrity, access 
control, audit, logging, etc.). Each security zone is identified 
with different trust levels, which exhibit the rigor of required 
protection. Determining security zones and respective trust 
levels is a preliminary step for security architects in capturing 
other network security requirements (e.g., related to data 
flows), and later in selecting the right network security 
controls/mechanisms (such as VPN, IP Firewall, etc.). 

 In this regard, several works, theories, and best practice 
approaches are available, explaining on various zone 
classification schemes and patterns [2]–[4]. Nevertheless, 
there there exists no standard methodology that can drive the 
specification of zones for a given infrastructure. In practice, 
the design of the security zone model is manual and depends 
on the expertise of the security architects who may forget 
some details while specifying the zone model. Given this 
situation, how to How to ensure that the proposed network 
segmentation is correct and cost-effective? How to ensure 
that no network security requirement is missing or irrelevant?  

In this paper, we propose a security zone modelling 
methodology, which automates the process of security zones 
specification using a definite set of formalized rules, thereby 
leaving less space to any manual errors. It helps in deriving 
network security requirements based on the Clark-Wilson lite 
formal security model for integrity. We illustrate our 
methodology using an example case study of e-commerce 
enterprise network infrastructure. 

The rest of this paper is organized as follows. Section II 
briefs the literature study on zone modelling. Section III 
describes the example case study. Section IV details the 
strategy our zone modelling methodology. Section V includes 
a discussion of proposed methodology. Finally, Section VI 
concludes this article. 

II. RELATED WORKS 

From our literature study, we noticed limited works 
concerning network security zones in academic sector [5], [6]. 
Majority of the existing works are found to be from 
industrial/government sectors [2]–[4], which mainly focus on 
providing foundational best practice guidelines, and reference 
modelling patterns, for building secured networks. In this 
section, we confine our discussion to these reference models. 
From a broad view, these reference models propose minimum 
set of zones as well as inter/intra zone interactions rules 
necessary to be implemented, for achieving basic logical 
network security design. 

For instance, the British Columbia model [4] describes 
seven zones and allows communication inside the zones and 
only between adjacent zones. Secure Arc [3] defines eight 
zones.  It also add a parallel cross-zones segmentation 
concept, called silos, see Figire1. Communications are 
allowed only between adjacent zones and within the same silo, 
or between adjacent silos within the same zone. The aim is to 
limit the interaction between the zones to only dedicated 
traffic even though they are adjacent to each other. Besides, 
there exists no restriction on either the number of zones or 
their category types, as they depend on the size and type of the 
business. Some of the commonly identified network zones 
include internet zone, demilitarized zones, etc. Internet zone, 
by default, is assumed as extremely hostile and least trusted, 
as it is publicly accessible to everyone including the 
anonymous threat actors. The Enterprise zone and restricted 
zone contain the set of security entities (e.g., users, desktops, 
servers, etc.) that are part of the enterprise. Sensitive assets are 
confined to highly restricted zones. The demilitarized zone 
(DMZ) is the intermediate zone that usually sits between the 
trusted and less trusted zone in order to reduce attacks 
surfaces. The extranet zone contains trust security entities that 
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belong to an external third-part domain (e.g., external internet 
service provider). Finally, the management zone constitutes of 
entities that are involved in security management activities 
such as monitoring, and administering the zones and their 
interactions. Likewise, different patterns propose different set 
of zones and interaction rules for zone interactions. The 
communication between zones are monitored and controlled 
by some security measures (e.g., a firewall, a gateway, etc.). 

 
Figure 1. Example zone reference models [3], [4] 

In academic sector, Gontarczyk et al. [6] proposed a 
standard blue-print that includes three classes of security zone 
(no physical measures, limited physical measures, and strong 
physical measures). It also provides a classifier to guide the 
deployment of systems/applications. Ramasamy et al [5] 
proposed a bottom-up approach for discovering the security 
zone classification of devices in an existing enterprise 
network. However, these documents are only guidelines and 
must be manually adapted. As a consequence, they exists no 
rigorous methodology to help security architects in validating 
their network security requirements. 

III. EXAMPLE CASE STUDY 

To illustrate our methodology implementation, we 
consider an e-commerce enterprise network case study [7]. 
The initial network architecture, as given in Figure 2 (a), 
consists of server components such as such as WEB server, 
DNS server, Application server, Database server, and the 
Accountability server.  

 
Figure 2. e-commerce example case study [7] 

The employees are distinguished as administrators and 
standard users, who can connect to the network through LAN 
or WIFI. If the employees are outside the enterprise, they can 
remotely connect to the enterprise network. The 
Accountability server is said to be highly critical as it manages 
the financial information of the company (e.g., salaries of 
employers). Finally, when the clients visit the enterprise, they 
are allowed to connect to WEB through WIFI. Figure 2(b) 
depicts an example of zone modelling solution proposed by 
the network architects of the enterprise. It is evident that the 
solution reflects some best practice guidelines by defining 
some zones such as DMZ zone, user’s zones, etc. 

For instance, the Accountability server is isolated in a 
separate zone as it is critical. Comparatively, the application 
and data base servers are less critical, but cannot be exposed 
to Internet. Likewise, the arguments can be subjective, 
referring to the criticality of the assets and their risk impact, if 
compromised. However, how did the architects arrive to this 
solution (from the initial architecture in Figure 2(a) to Figure 
2(b)? How can security architect demonstrate the correctness 
of the final security architecture? In this regard, a formal 
approach justifying the transition from the problem to the 
solution is required, for a traceable and verifiable security 
zone specification process. 

IV. THE PROPOSED METHODLOGY - STRATEGY 

The principle motivation of our work is to propose a 
generic methodology that can drive the specification of 
network security zones, with respect to the business 
interaction needs. The conception of our methodology 
commenced with an idea of merging the concepts of trust and 
criticality, using the integrity property. The reason behind 
choosing integrity is fundamental. According to the oxford 
dictionary, integrity from computer science perspective is 
defined as “Internal consistency or lack of corruption in 
electronic data”, whereas integrity of humans is defined as the 
“The quality of being honest”.  

For example, consider that we are reading a scientific 
article published as a security conference. In this case, we 
expect the information contained in this article to be 
scientifically true, because the content of each article is 
validated by reviewers, who are recognized in the domain of 
security. Contrarily, we can’t have the same expectation for 
scientific articles published in teenager blogs since there is no 
content validation. The information available in the blog is not 
necessarily wrong. It just means that the readers do not have 
the same level of assurance. Scientific articles published in the 
security conferences are more trustful than those published in 
teenager blogs. Integrity is thus related to trust when 
considering the external or unmanaged systems. Likewise, 
integrity is also related to risk. A critical system must be 
consistent, « honest », which means it requires high level of 
integrity. In addition, systems take decisions based on 
information (e.g. a program executes an algorithm based on 
its inputs). If input information is wrong, then decisions can 
be wrong too. Therefore, we will only permit critical system 
to consider information with high level of integrity (i.e. high 
level of assurance). Hence, integrity is a pivot concept 
between trust and risk.  
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In practice, there exists several models for integrity such 
as Biba [8], clark-wilson [9], which propose abstract solutions 
to preserve the integrity of information flows. These models 
are widely used in current operating systems for improving the 
integrity protection of the information flows in inter-process 
communications (e.g., Microsoft Windows Integrity 
Mechanism [10]). In our methodology, we propose to 
integrate these formal integrity security concepts to security 
zone modelling design principles, for addressing the risks 
pertaining to traffic flows. We adapt the concepts of Clark-
Wilson lite [11] model (lighter version of clark-wilson 
model), for verifying the integrity property of traffic flows 
traversing multiple zones. In below, we briefly discuss the 
underlying concepts of our methodology. 

A. Security domains, security zones and agents 

To facilitate the integration of security zoning concepts to 
our network requirement analysis context, we mainly consider 
three elements: domains, zones and agents. A security domain 
represents the organizational authority, which controls and 
manages the entities (i.e., servers, software, data, users, etc.) 
that belong to it. We call these entities as agents. Furthermore, 
a security domain can be refined into sub-domains 
highlighting different policies or procedures within the same 
organization. Agents are categorized into two groups. System 
agents refer to entities under direct control such as 
software/hardware systems that are developed and/or 
maintained by the enterprise. Environment agents are not 
under direct control and refer to humans, or to some purchased 
third party software/hardware. Finally, security zones 
constitute logical grouping of agents with common protection 
requirements. 

B. Integrity levels 

To facilitate the integration risk analysis concepts to our 
network requirement analysis context, we consider a unified 
scale of integrity levels for all the domains, zones and agents 
which is determined based on risk analysis. Figure 3(b) shows 
some hypothetical scales, assumed for the case study. 

 
Figure 3. Integrity values of domains and agents for the example case study 

The integrity level of a domain is defined based on its 
control capability that describes the potential of a domain for 
controlling its agents. For instance, a well-controlled domain 
means that the security management activity within the 
domain is mature. In our scenario, the enterprise domain is 
divided into two sub-domains (see Figure 4). The internal 
sub-domain consists in the assets within enterprise premises 
and the external sub-domain is the remote users. Likewise, the 

integrity levels of environment agents are determined based 
on their trust levels. Trust level in general, specifies the degree 
of the trustworthiness over the expected behavior of 
environment agents in a given context. Since remote users are 
not in controlled domain, remote users are less trusted than 
local users. 

Finally, the integrity level of system agents are determined 
based on their criticality levels. Criticality level determines 
the sensitivity to threats and their risk impact on the overall 
business. Here, the accountability server being highly critical 
requires a high level of integrity. On the other hand, the WEB 
server is considered less critical for business, which means it 
doesn’t require as many as integrity requirements. 

 
Figure 4. Our methodology conceptual initialization 

Furthermore, in our methodology context, we assume the 
existence of some utility functions (Figure 3(a)) that map the 
control capability labels of domains, criticality and trust levels 
of agents into a unified scale of integrity levels. For instance, 
IEC 61508 [12] defines safety integrity levels (SIL) based on 
controllability of the system from the risk of failures. Similar, 
these utility functions must be determined based on business 
risk impact, which is a pre-requisite to define zone model [4]. 

C. The Clark-Wilson lite model 

Finally, to introduce the security verification on data flow, 
we validate that the integrity of the information flow is 
respected. According to CW-lite integrity model [11], all 
information flowing from untrusted subjects to trusteed 
subjects must be filtered. Here the trust of the subjects are 
represented with integrity levels. The filter is placed at the 
receiving subject’s side. Figure 5 shows the formal rule.  

 
Figure 5. CW-lite security filtering rule [11] 

This predicate should be read as follows: “if a subject s 
receives an information flow from a subject si at interface I, 
then either there is an integrity validation filter at interface I 
or the integrity level of si is greater or equal to the integrity of 
subject s”. Here, the integrity validation filters correspond to 
security verification procedures (e.g., a WEB application 
firewall that checks SQL statements or URL formats). 

V. PROPOSED METHODOLOGY  

Our zone modelling methodology (see Figure 6) is divided 
into two main steps: (1) Determining the security zones and 
integrity validation filters and (2) Identifying data flows 
integrity requirements and flows access control filters. 
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Figure 6. Our methodological approach overview 

As shown in Figure 6, at step1, the initial input is the set 
of security domains, the set of agents, the integrity levels of 
domains and agents, and the data flows between agents. As a 
result of step1, our process computes the security zones and 
the integrity validation filters. In the second step, the designer 
needs to provide additional information about the media of 
communication (i.e., the networks). The final result is a set of 
network security requirements, which are a set security 
zones, integrity validation filters, agents integrity 
requirements, access control filters and integrity data flow 
protection requirements.  

In the following, we discuss in detail the modelling rules 
at step1 and step2. 

A. Specifying zones and filtered flows 

The main goal of this step is to specify zones and identify 
integrity validation filters. At this step 1, we start with a 
system as a set of domains (DOMAIN), zones (ZONE) and 
agents (AGENT). We represent it as follows: 

S = < DOMAIN, ZONE, AGENT, FLOW, INSIDE
ୈ,  

INSIDE
ୈ, INSIDE

 , Int, Int୫ୟ୶, Int୫୧୬, Intୟୡ୲୳ୟ୪, 
 Agentୱୣ୰୴ୣ୰, Agentୡ୪୧ୣ୬୲ > 

Where, 

 DOMAIN is the set of security domains. 
 ZONE is the set of security zones. 
 AGENT  is the set of agents, named after entities. 

AGENT =  ENV_AGENT  SYST_AGENT  with 
ENV_AGENT  and SYST_AGENT  being the set of 
environment and system agents such that 
ENV_AGENT  SYST_AGENT =  . 

 Agentୱୣ୰୴ୣ୰ : AGENT → {TRUE, FALSE}  states if 
agent is a server (e.g., WEB server). 

 Agentୡ୪୧ୣ୬୲ : AGENT → {TRUE, FALSE}  states if 
agent is a client (e.g., browser). 

 FLOW  AGENT  AGENT is the set of allowed flow 
of information. 

  INSIDE
ୈ  ZONE  DOMAIN is a relation that states a 

zone is in a domain. 
 INSIDE

ୈ  AGENT  DOMAIN is a relation that states 
an agent is in a domain. 

 INSIDE
ୈ  AGENT  ZONE is a relation that states an 

agent is in a zone. 

 Int: DOMAIN →  ℕ  returns the integrity level of a 
security domain which is fixed. 

 Int୫ୟ୶: ZONE ∪ AGENT → ℕ  returns the maximum 
integrity of a zone or an agent. For environment agents, 
this value is directly derived from their trust label. 

 Int୫୧୬: AGENT → ℕ  returns the minimum integrity 
level of an agent. For system agents, this value is 
directly derived from the criticality label. 

 Intୟୡ୲୳ୟ୪: ZONE ∪ AGENT → ℕ  returns the actual 
integrity of a zone or an agent, which are the final 
integrity values chosen at the end of the computation. 

 integrity-validation-filter(a: AGENT, f: FLOW,  
val1: Int, val2: Int)  states integrity validation 
requirements such that integrity-validation-filter(a, f, 
val1, val2) describes integrity protection mechanism at 
agent a must sanitize dataflow f with an integrity level 
of val1 to achieve a data assurance level of val2. 

In other words, Int , Int୫ୟ୶  and Int୫୧୬  represent the 
integrity utility functions in Figure 3. Accordingly, we define 
the rules of step1 as follows: 
RULE1: Every agent is inside a domain. 

∀a ∈  AGENT, ∃ d ∈  DOMAIN | (a, d)  ∈  INSIDE
ୈ 

RULE2: Every security domain contains at least one security 
zone. 

∀d ∈  DOMAIN, card({z | z ∈  ZONE, (z, d)  ∈
 INSIDE

ୈ})  ≥ 1 
RULE3: The maximum integrity level of a security zone is 
equal to the integrity level of the domain. This is because, a 
domain controls zone and therefore we cannot have more 
assurance on a zone than that of the domain. 

∀d ∈  DOMAIN, ∀z ∈  ZONE, (d, z) ∈  INSIDE
ୈ 

Int୫ୟ୶(z)  =  Int(d) 

RULE4:  Similar to Rule 3, the maximum integrity level of 
an agent is equal to the integrity level of domain. 

∀d ∈  DOMAIN, ∀ a ∈  AGENT, (a, d) ∈  INSIDE
ୈ  

Intୟୡ୲୳ୟ୪(a)  ≤  Int(d) 
RULE5: The actual integrity of a zone cannot be greater than 
its maximum integrity. 

∀z ∈  ZONE, Intୟୡ୲୳ୟ୪(z)  ≤  Int୫ୟ୶(z) 
RULE6: The actual integrity of agents must be between the 
maximum and the minimum integrity levels of the agents. 

∀a ∈  AGENT, Int୫୧୬(a)  ≤  Intୟୡ୲୳ୟ୪(a)  ≤   Int୫ୟ୶(a) 
RULE7: The actual integrity levels of an agent is same as 
that of its residing zone. 

∀a ∈  AGENT, ∀z ∈  ZONE, (a, z)  ∈  INSIDE
 , 

Intୟୡ୲୳ୟ୪ (a)  =  Intୟୡ୲୳ୟ୪ (z) 
RULE8:  The actual integrity levels of the interacting agents 
must adhere to the CW-lite integrity rule. In this way, an 
agent doesn’t access a lower integrity information. 

∀a1, a2 ∈  AGENT, (a1, a2) ∈  FLOW Λ  
¬ integrity-validation-filter(a2, flow(a1, a2), Intୟୡ୲୳ୟ୪(a1), 

Intୟୡ୲୳ୟ୪(a2))  Intୟୡ୲୳ୟ୪(a1)  ≥  Intୟୡ୲୳ୟ୪(a2) 
RULE9:  Server agents and client agents cannot reside in 
same zone. Because, as per the zone modelling design 
principles, intra-zone interactions are usually not analysed. 
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With reference the security design principle known as 
complete mediation rule, every access to every object must 
be checked for authority[13]. By default, this complete 
mediation rule is checked for client-server models. 
Therefore, if server and client reside in same zone there will 
be a conflict. 
∀a1, a2 ∈  AGENT, ∀z1, z2 ∈  ZONE, (a1, z1) ∈  INSIDE

 , 
 (a2, z2) ∈  INSIDE

 , Agentୱୣ୰୴ୣ୰ (a1), Agentୡ୪୧ୣ୬୲  (a2) 
 z1 ≠ z2 

RULE10:  Server agents that are not equally accessible to the 
client agents cannot reside in same zone. This rule refers to 
least privilege principle [13] that permits only privileged 
flows. Since the intra-zone interactions are not controlled 
from network point of view (as mentioned earlier), once an 
agent connects to a server in zone, then the agent can 
potentially communicate with other servers within that zone. 
Therefore, our rule states that, if any two servers reside in a 
zone and a client is denied flow to one of them, then it will 
result in a conflict. 

∀a1, a2, a  ∈  AGENT, ∀z1, z2 ∈  ZONE,   
 (a1, z1), (a2, z2) ∈  INSIDE

  , (a, z1), (a, z2) ∉ INSIDE
 ,  

Agentୱୣ୰୴ୣ୰ (a1),  Agentୱୣ୰୴ୣ୰ (a2), Agentୡ୪୧ୣ୬୲ (a),   
flow (a1, a), ¬ flow (a2, a)  z1 ≠ z2 

B. Step2: Specifying integrity requirements for the 
communication medium between zones 

At the end of step1, we have the set of zones along with 
the integrity validation filters. In step2, we address the 
security issues of inter-zone interactions, i.e., we consider the 
protection of the flow through the network communication 
medium (e.g., wired/wireless networks, etc.,) that connect 
zones. The main goal of this step is to protect the integrity of 
data flows when traversing untrusted media of 
communication. Suitably, we complete our system model as 
follows: 

S = < DOMAIN, ZONE, AGENT, FLOW, MEDIUM,
INSIDE

ୈ, INSIDE
ୈ, INSIDE

 , INSIDE
ୈ , CONNECT, PATH, 

Int, Int୫ୟ୶, Int୫୧୬, Intୟୡ୲୳ୟ୪ > 

Where: 

 MEDIUM is the set of media of communication. 
 INSIDEM

D   MEDIUM  DOMAIN  is a relation, which 
states that a medium of communication is in a domain. 

 CONNECT  MEDIUM  ZONE  is a relation, which 
states that a zone is connected to a medium of 
communication. 

 Int୫ୟ୶: ZONE ∪ AGENT ∪ MEDIUM → ℕ returns the 
maximum integrity level of a security zone, agent or 
medium of communication. 

 Intୟୡ୲୳ୟ୪: ZONE ∪ AGENT ∪ MEDIUM → ℕ returns 
the actual integrity level of a security zone, agent or 
medium of communication. 

 PATH   FLOW  (ZONE  MEDIUM)  (ZONE   
MEDIUM), is a relation that stores where flows are 
transiting with the constraint that ∀ (f, e1, e2)  ∈
 PATH  (e1, e2)  ∈  CONNECT ∨  (e1, e2)  ∈

 CONNECT. For instance, (f,m,z) ∈ PATH means that 
flow f transits between medium m to zone z. 

 access-control-filter(c: CONNECT, f: FLOW 
states access control requirements such that access-
control-filter(c,f) means flow f must be permitted at 
connection c. 

 dataflow-integrity-protection(f: FLOW, 
e: ZONE MEDIUM, value: INT)  states dataflow 
protection requirements such that dataflow-integrity-
protection(f,e,val) means some protection mechanism 
must be applied on dataflow f over zone or medium e 
to preserve an integrity level of val. 

Similar to domains, zones, and agent, the medium of 
communication m1 has two integrity levels: Intmin (m1), and 
Intactual (m1). Accordingly, we add new rules to include 
constraints on media of communication: 
RULE11: Every zone must be connected to a medium of 
communication. 

∀z ∈  ZONE, ∃ m ∈  MEDIUM, (m, z)  ∈  CONNECT 
RULE12: At each zone, there must be an access control filter 
that permits allowed flow of information. Not explicitly 
allowed flows are denied by default. 

∀ (f, e1, e2)  ∈  PATH, e1 ∈  MEDIUM  
 access-control-filter((e1, e2), f) 

Respectively: 
∀ (f, e1, e2)  ∈  PATH, e1 ∈  ZONE  
 access-control-filter((e2, e1), f) 

RULE13: The actual integrity level of a medium of 
communication is the minimum value of the integrity level of 
its domain, the trust on the medium (i.e., its maximum 
integrity), and the actual integrity levels of the connected 
zones. 

∀ m ∈  MEDIUM, Intୟୡ୲୳ୟ୪(m) = min( {Int(d)|d ∈
 DOMAIN, (m, d) ∈ INSIDE

ୈ }   {Int୫ୟ୶(m)}   
{Intୟୡ୲୳ୟ୪(z) | z ∈  ZONE, (m, z)  ∈  CONNECT}) 

RULE14:  A flow that transits over a medium or a zone, 
requires an integrity protection, if the integrity level of the 
medium or the zone is lower than the level of integrity of the 
flow. 

∀(a1, a2) ∈  FLOW, ∀ e1, e2 ∈  ZONE  MEDIUM  
| (flow(a1, a2), e1, e2)  ∈  PATH,  

(min (Intୟୡ୲୳ୟ୪(a1), Intୟୡ୲୳ୟ୪(a2))   >  Intୟୡ୲୳ୟ୪(e1)   
data-flow-integrity-protection(flow(a1, a2), 

e1, min(Intୟୡ୲୳ୟ୪(a1), Intୟୡ୲୳ୟ୪(a2))). 
Respectively: 
∀(a1, a2) ∈  FLOW, ∀ e1, e2 ∈  ZONE  MEDIUM  

| (flow(a1, a2), e1, e2)  ∈  PATH,  
(min (Intୟୡ୲୳ୟ୪(a1), Intୟୡ୲୳ୟ୪(a2))   > Intୟୡ୲୳ୟ୪(e2)   

data-flow-integrity-protection(flow(a1, a2), 
e2, min(Intୟୡ୲୳ୟ୪(a1), Intୟୡ୲୳ୟ୪(a2))). 

VI. DISCUSSION 

Our zone modelling rules are abstract and design 
independent therefore does not restrict the design solutions. 
Therefore, we do yet classify the zone types like DMZ, 
restricted, etc. We implemented the whole process in ASP 
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using solver Clingo [14] and Python2.7 to automate the 
security zones computation. Due to space constraints, we do 
not detail on the tool implementation of the case study. 
Instead, we limit our discussion to the integrity levels and 
network security requirements.  

The actual integrity levels of zones and agents correspond 
to the pre-requisite security requirements that ensure the 
expected behaviour of the agents as well as the expected 
security management capability of the zones. The future 
security design implementing these requirements must 
maintain these integrity levels at minimum. In practice, there 
already exist formally accepted approaches, which specify 
the profoundness of security verification required, for 
varying design assurance levels (known as DALs). DALs are 
determined from the safety assessment process and hazard 
analysis by examining the effects of a failure condition in 
aircraft systems [15]. The higher the DAL is, the higher the 
assurance activities or verification methods are demanded.  

Furthermore, the network security requirements defined 
by our methodology. Firstly, the integrity validation filters 
(from RULE9) defined for the filtered flows represent 
validation processes to be implemented either by the target 
agent (e.g., by some specific validation code) or some 
external security mechanisms (e.g., deep inspection 
mechanisms). For instance, the data flow between the local 
users and the accountability server must be validated. Let’s 
say their actual integrity values are 3 and 5 respectively. Then 
as per RULE9, an incoming data flow having an integrity 
level of 3 must be sanitized in order to conform integrity level 
5. Interpretation of such integrity validation requirement, i.e. 
what means validation to conform integrity level of 5, which 
can be carried out on the basis of dedicated documents such 
as the specification for data assurance levels by 
EUROCONTROL [16]. Suitably, the filter validation can be 
implemented at the end of accountability server using a 
security mechanism such as a WEB application firewall that 
checks for SQL injection. As a result, the refinement of the 
filtering functionality may give rise to new security 
verification requirements. However, describing the 
refinement of the integrity verification filtering requirements 
is out of the scope of this article.  

Secondly, access control filters (from RULE 12) defined 
at the entry/exit interfaces of each zone describe the need to 
control all the inter-zone communications. Depending on the 
security design specifications, these filters may correspond to 
firewalls, application gateways, etc., depending on the 
security design specifications. One access control filter may 
be implemented by one or more access control mechanisms 
(e.g., firewalls). This depends on the integrity level of the 
zones. Finally, the integrity flow requirements defined (from 
RULE14) for the data flow describe the need for security 
protection mechanism while transiting a medium or a zone. 

VII. CONCLUSION AND PERSPECTIVES 

Network security zone modelling is a well-known 
approach that contributes to the defense-in-depth strategy 
from the network security perspective. However, no rigorous 
approach formally defines this process. To address this issue, 

we proposed a zone modelling methodology based on Clark-
Wilson lite formal model. We provide a set of formal rules as 
well as the list of initial integrity levels values computed 
based on risk impact, which makes our methodology 
approach traceable and verifiable.  

As future works, we plan to integrate this work in the 
process of security requirements engineering. This allows 
refining business level security objectives into network 
security requirements. In parallel, we would like to extend 
our security zone modelling approach to consider the 
confidentiality and availability requirements as well. 
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Abstract—The emerging technology blockchain is under way to
revolutionize various fields. One significant domain to apply
blockchain is identity management. In traditional identity man-
agement, a centralized identity provider, representing a trusted
third party, supplies digital identities and their attributes. The
identity provider controls and owns digital identities instead of
the associated subjects and therefore, constitutes a single point
of failure and compromise. To overcome the need for this trusted
third party, blockchain enables the creation of a decentralized
identity provider serving digital identities that are under full con-
trol of the associated subject. In this paper, we outline the design
and implementation of a decentralized identity provider using an
unpermissioned blockchain. Digital identities are partially stored
on the blockchain and their attributes are modelled as verifiable
claims, consisting of claims and attestations. In addition to that,
the identity provider implements the OpenID Connect protocol to
promote seamless integration into existing application landscapes.
We provide a sample authentication workflow for a user at an
online shop to show practical feasibility.

Keywords–Blockchain; distributed ledger technology; digital
identity; self-sovereign identity; Ethereum.

I. INTRODUCTION

In 2008, Satoshi Nakamoto published the foundational pa-
per on Bitcoin and started the rise of its underlying blockchain
technology [1]. Bitcoin is the first popular digital currency
based on a peer-to-peer network without the involvement of
a trusted third party. The concept of a decentralized digital
currency scheme is generalized by the decentralized execution
of additional computations. Bitcoin provides a limited scripting
language to enforce requirements on the processing of pay-
ments [1]. Beyond this, the Ethereum blockchain comprises a
Turing-complete virtual machine for the execution of arbitrary
code [2]. This capability allows the implementation of smart
contracts [3] to specify complex behaviour for payments or
value transfer in general. On top of that, it enables further ap-
plications without requiring a centralized entity. Thus, current
blockchain technology allows decentralized storage and exe-
cution of applications within a network of peers, eliminating
the need for a trusted third party [4].

Identity management is concerned with the representation
and administration of entities and their attributes as digital
identities. Digital identities serve in the identification, authen-
tication and authorization process for applications [5]. The
security of an application significantly depends on recognizing
users and preventing impersonation attacks of other users. In
this regard, secure identification and authentication procedures
are fundamental to avoid misuse. Furthermore, authorization
ensures that properly authenticated users act within granted
privileges. Therefore, identity management is a substantial
cornerstone in securing the digital world and in preventing
fraud.

A pivotal entity in this domain is an identity provider.
The identity provider implements identification, authentication
and authorization functions and provides these services to
other parties [6]. Traditionally, an identity provider represents
a trusted third party and is used within an organization.
In addition to that, identity providers that are external to
organizations are used in identity federation scenarios. An end
user wants to authenticate at a service provider. The service
provider redirects the end user to the identity provider for this
process. The identity provider confirms a successful login or
reports a failed authentication to the service provider. Based
on the result, access to the offered service is granted or denied.

A service provider significantly relies on the proper exe-
cution of the processes carried out by the identity provider.
This trust is mainly derived from contractual obligations, due
diligence and reputation of the identity provider. Overall, in
traditional identity management, the identity provider is a
trusted third party and essential to the security of applications.

The centralized identity provider as the trusted third party
has several downsides. First and foremost, the identity provider
needs to be trusted due to centralized control and ownership of
digital identities and their attributes. The subject of the digital
identity is not in possession of its own data. Additionally,
the identity provider represents a single point of failure and
therefore decreased reliability. As a central entity the identity
provider may accumulate a large amount of identity data and
becomes a profitable target to attackers, thereby increasing
motivation for data theft.

To address these challenges, we have devised a decentral-
ized implementation of an identity provider using an unper-
missioned blockchain. The blockchain-based identity provider
removes the trusted third party from identity management and
remediates centralized control and ownership of the digital
identities as well as the single point of failure and compro-
mise. Trust in the decenrally issued identities is derived from
the transparency of the blockchain implementation and the
attestation issuers, that verify claims. Additionally, the OpenID
Connect [7] protocol is implemented to facilitate seamless
integration into existing application landscapes and eases the
transition from conventional providers.

The remainder of this paper is structured in the following
way. In Section 2, we present related work and concepts. The
subsequent section provides background on the interrelations
between blockchain technology and identity management. We
devise our blockchain-based identity provider in Section 4.
Section 5 describes a sample authentication workflow using
the implemented identity provider. We provide suggestions for
future work in Section 6 and conclude the paper in Section 7.
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II. RELATED WORK

Numerous practical and academic projects combine
blockchain technology and identity management [8]. These
projects target either specific parts of identity management
or are directly concerned with a self-sovereign identity. Im-
plementation approaches differ between creating specific-
purpose blockchains or adding functionality on top of existing
blockchains using smart contracts. However, the majority of
projects offer only a limited amount of detail regarding the
technical implementation. In the following section, we describe
uPort and Sovrin due to the sufficient amount of available
information and the maturity of the solutions. Additionally, we
point out differences to our blockchain-based identity provider.

A comprehensive self-sovereign identity solution is imple-
mented by uPort [9] in the form of smart contracts on the
Ethereum blockchain. A digital identity is mainly represented
as a controller, proxy, and recovery contract. The address
of a proxy contract is the identifier of the digital identity.
The controller contract establishes a management function to
administrate and use the proxy contract as an identity. This
distinction enables the replacement of the controller contract
and fosters persistence of the proxy contract address. The
restoration of the private key is the intent of the recovery
contract. Additionally, a central and user-independent registry
contract on the blockchain is used to reflect bindings between
identities and claims or attestations. Claims and attestations
are stored on InterPlanetary File System (IPFS) [10] or
central cloud storages. Besides blockchain-based components
of uPort, there are additional elements of the ecosystem. A
developer library enables the integration into applications. The
uPort mobile app is the key application for the end user to
manage the digital identity.

Compared to uPort, our blockchain-based identity
provider solution is implemented as dedicated unpermissioned
blockchain yielding a benefit on computational efficiency and
reduced transaction cost. uPort uses the general execution
environment and transaction costs on Ethereum. Our identity
provider is directly integrated into a blockchain and uses
dedicated transactions. Besides that, our identity provider
offers OpenID Connect conformity to seamlessly integrate
into existing application landscapes.

Sovrin [11] is a public and permissioned blockchain solu-
tion dedicated to providing identity management. Sovrin nodes
are distinguished as validator or observer nodes. Validators are
specifically chosen nodes that are permissioned to write the
next state of the blockchain and include transactions. Observer
nodes solely read the blockchain and make the information
available for clients. Sovrin is supervised by a complex trust
framework with different governance bodies that make deci-
sions on the further development of the blockchain and the
admission of new validator nodes. Additionally, participation
in the network is liable to contractual agreements issued
by the Sovrin Foundation [12]. A digital identity of Sovrin
comprises an identifier and attributes are modelled as claims
and attestations. Aliases can be linked to the identifier to
increase privacy. Several claim types are differentiated that
enable, for instance, clear, encrypted and hashed storage on
the blockchain. Storage providers can be used to save the data
in case the claim is not directly stored on the blockchain.

In contrast to Sovrin and the use of governance bodies, our
blockchain-based identity provider utilizes an unpermissioned

blockchain to avoid reliance on trusted third parties and to
foster the vision of a self-sovereign identity.

III. BLOCKCHAIN AND IDENTITY MANAGEMENT

Considering both domains, blockchain technology and
identity management, there is mutual interest and applicability.
On the one hand, a permissioned blockchain requires the
implementation of identity management and access control to
grant privileges on the blockchain layer to eligible participants.
A permissioned blockchain comprises predetermined nodes for
transaction processing and block creation [13]. The predeter-
mined nodes need to be identified and permissions must be
assigned to the respective digital identities.

On the other hand, using blockchain technology to build
a distributed execution environment for self-sovereign identi-
ties forms a distinct identity provider. Blockchain technology
enables the implementation of a decentralized digital identity
that is not issued and owned by a trusted third party. This
digital identity is under true control of its associated entity.
Therefore, a decentralized digital identity adhering to spe-
cific characteristics is named a self-sovereign identity. These
properties are elaborated by Allen [14] and can be grouped
into the categories security, controllability and portability [15].
The cluster security comprises protection, minimisation and
persistence. Protection refers to the general precedence of
the digital identity’s owner rights. Minimisation is concerned
with data privacy and the reduction of information disclosure
about the subject. Persistence describes the long-term existence
of a digital identity. Controllability is the second category
in the attribute grouping and encompasses existence, control
and consent. Furthermore, persistence is repeatedly indicated.
Existence describes, that a digital identity should reflect a
physical object. The control of the identity is completely in the
possession of the owner and without the consent of the owner
no information is revealed. Portability is the last category
and comprises interoperability, transparency and access. The
digital identity and corresponding identity provider services
are interoperable with customers and provider services ap-
plying standard protocols. The implementation, operation and
actioning of the digital identity is transparent to all involved
parties. The owner, or any legitimate party, has easy access
to information or attributes of the digital identity. Overall,
blockchain technology is able to provide decentralized identity
management for other applications in a novel way.

IV. A BLOCKCHAIN-BASED IDENTITY PROVIDER

In the following sections, we outline our decentralized
identity provider based on blockchain technology. Starting
with objectives and requirements that lead to particular design
decisions, we subsequently present the overall architecture,
theoretic model and implementation of the novel identity
provider.

A. Objective
In traditional identity management, digital identities and

their attributes are issued by a centralized identity provider that
represents a trusted third party. Service providers need to trust
the correctness of the identity provider as well as the validity of
issued digital identities and their attributes. In addition to that,
trust is required in properly performing the authentication pro-
cess of a subject. Furthermore, the centralized identity provider
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is in full control and ownership of the digital identity and its
attributes. Therefore, the subject needs to trust the identity
provider on carefully handling and protecting its data. Besides
that, trust in compliant behaviour according to regulation and
contracts of the identity provider is required. The subject does
not expect arbitrary actions, for instance revoking attributes or
the complete digital identity, leaving the subject without access
to potential critical resources. An identity provider usually
serves numerous subjects and therefore collects and stores
an accumulated amount of data being a profitable target for
attackers. Overall, a centralized identity provider represents a
single point of compromise and control.

To overcome these challenges, blockchain technology en-
ables the implementation of a decentralized identity provider
without it being a trusted third party. We devise a novel
implementation approach of an identity provider using an un-
permissioned blockchain to decentralize identity management
and derive trust in digital identities from claims and attestations
instead of the identity provider itself. The blockchain-based
identity provider applies conventional protocols to seamlessly
integrate into existing application landscapes confining re-
quired changes on the side of the service provider.

B. Requirements
Besides the general objective, we consider the following

requirements as significant for our blockchain-based identity
provider.

• Decentralization. Decentralization of the identity
provider model is a key factor to foster independence
from a central authority. In general, decentralization
is enabled by the blockchain model. However, an
introduction of concentrated external dependencies
needs to be prevented in the blockchain network.

• Standard Protocols. The usage of identity management
protocols as standards is necessary to foster a seamless
integration and migration from conventional identity
providers to the blockchain-based identity provider.

• Efficiency. The identity provider should be cost ef-
ficient with regards to transaction fees to foster its
usage.

C. Design Decisions
There are different solution approaches to building a

blockchain-based identity provider that fulfils the stated ob-
jective and implements the listed requirements. We make the
subsequent design decisions to achieve an optimal solution.

The identity provider is implemented as a separate
blockchain instead of a smart contract-based approach on an
existing general purpose blockchain. Using smart contracts on
another blockchain affects efficiency in terms of computation
and cost. A dedicated identity provider blockchain implements
the required components more efficiently compared to an
execution on a general purpose distributed virtual machine.
Furthermore, relying on a general purpose blockchain implies
the adoption of the respective transaction fee cost model.
Adjusted transaction costs to identity management yield a cost
benefit.

To concentrate on the development of the identity provider,
we fork an existing blockchain as the foundation and integrate
the identity provider as a core component. We determined

Identifier

Claim

Attestation

Digital Identity

1:n

1:n

Subject

Claim Issuer

Attestation Issuer

created by

issued by

issued by

Figure 1. Digital Identity Model and Actors

Ethereum as the most suitable solution for our identity provider
based on the broad community, extensive documentation and
published source code of the different clients.

Furthermore, we chose the OpenID Connect protocol as
integration pattern into existing applications. OpenID Connect
specification as an amendment of OAuth 2.0 [16] is devel-
oped by major technology companies and has wide adoption.
Besides that, identity federation with social networks (e.g.
Facebook) are highly used.

D. Digital Identity Model and Actors
The digital identity comprises a unique identifier and at-

tributes. The identifier is chosen arbitrarily by the subject upon
creation of the identity. Uniqueness is ensured due to recording
and verification on the blockchain network. The attributes of
the digital identity are modelled as claims and attestations. A
claim is a statement about an attribute of the digital identity.
The attestation of a claim is an assertion about the correctness
and validity of a claim by a digital identity. See Figure 1 for
an overview of the model. The digital identity is created by
a subject generally referring to an end user. The claim issuer
creates statements about the identity and the attestation issuer
asserts these statements. The service provider offers services
to end users. To use a service the subject authenticates and
potentially authorizes itself to the service provider by using the
blockchain-based identity provider. Both end user and service
provider can act as claim and attestation issuer.

E. Architecture and Authentication Process
In traditional identity management, the subject, identity

provider and service provider represent distinct entities. The
subject registers at the identity provider to create a digital
identity and potentially provide information about attributes.
The service provider forwards the subject to the identity
provider during the authentication process. The subject proves
with credentials to be in control of the respective digital
identity and the identity provider sends the authentication
result to the service provider.

Using a blockchain-based identity provider, the distinct
entity of an identity provider is replaced by a blockchain
network leading to changes in the general architecture and
the authentication process. An overview of the architecture
is depicted in Figure 2. Subject and service provider each
operate a node in the network to establish a connection to the
decentralized identity provider. Initially, the subject creates a
digital identity by issuing a transaction to the network.
Upon requesting access at a service provider (for instance at
an online shop) the service provider forwards the subject to the
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local node of the identity provider. Subsequently, the subject
proves to be in control of the presented digital identity and the
service provider grants access to its portal.

F. Theoretic Model
Our blockchain-based identity provider is based on the

Ethereum blockchain. Therefore, we extend the world state of
Ethereum as the theoretic model by an additional identity state.
The state transition function is modified to embrace changes
of the identity state resulting from newly introduced identity
transactions that are recognized by the blockchain.

1) World State and Identity State: The entire state is named
world state and comprises address to account state associations
[2]. We extend the world state to additionally include mappings
from addresses to identity states aligned to the account states
and formally define it as follows.

σ = (A, I)

A comprises the account states as defined in [2] with A[m]

referencing a specific account by address m. We define I as the
set of identity states with I[m] referencing the identity state of
address m. An identity state contains the following attributes.

• Nonce n. A scalar value matching the changes of the
identity. An identity is created with nonce = 1.

• Identifier i. An arbitrary string that references the
digital identity.

• Owner o. Owner represents the related account of the
identity. This account controls the digital identity.

• Claims c. The attribute comprises a cryptographic hash
of a trie that stores the claims of the identity. The data
of a claim might be stored on the blockchain or outside
the blockchain network. In case the data of the claim is
stored at another storage provider a cryptographic hash
is added as information of the claim to the blockchain.

• Attestations a. The property contains a cryptographic
hash of a trie that stores attestations for the claims
of the digital identity. Comparable to claims, the
attestations can be stored on the blockchain or on
another storage solution having the cryptographic hash
on the blockchain.

The identity state is formally defined as follows.

I[m] = (n, i, o, c, a)

2) Transactions: A transaction is a cryptographically
signed message to the blockchain network. There are two
types of transactions T : Contract creation transaction Tcon
and message call transaction Tmsg [2]. These transactions are
determined to evolve the account state. We introduce three
additional transaction types to facilitate the identity model and
allow identity state changes. These transactions are as follows.

• Create Identity Tcre. An identity is initially created by
specifying the identifier i. The owner o is indirectly set
to the account from which the transaction originates.

• Modify Identity Tmod. An identity is modified during
its lifetime by adding or removing claims and attesta-
tions.

• Delete Identity Tdel. An identity is deactivated by
removing the owner as well as clearing claims and
attestations. Therefore, the control of the identity is
revoked and no further actions are possible.

We extend the definition of a transaction T in [2] to comprise
the following fields.

• Type p. The attribute specifies the transaction type and
is one of Tcon, Tmsg , Tcre, Tmod or Tdel.

• Nonce n. The nonce determines the count of transac-
tions generated by the sender that is defined with the
attribute from f .

• GasPrice p. Gas is consumed for executing computa-
tions of the transaction. Gas price p is the cost for one
unit of gas.

• GasLimit g. The field determines the upper bound of
gas used for the transaction.

• To t. The property defines the recipient of the trans-
action.

• From f . The field characterizes the originator of the
transaction either being an account itself or an identity.

• Value v. Value v defines the payment transferred to
the recipient of the transaction.

• Signature w, r, s. The properties comprise the cryp-
tographic signature of the transaction by the sender as
defined in [2].

• Init i. Data used for transaction of type Tcon.
• Data d. Data used for transaction of type Tmsg and

Tmod.

The general validity of a transaction is determined through the
verification of the sender’s cryptographic signature. A valid
transaction containing the sender’s address of an account is
signed with the corresponding key pair. Additional basic trans-
action verification steps are defined in [2]. Invalid transactions
are not processed.

3) State Transition:
The world state transitions into a new state based on transac-
tions issued to the network. These transactions advance the
world state’s underlying account [2]. Additionally, identity
transactions update the identity states. The mining of the next
block of the blockchain persists the included transactions and
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d i d = ” d i d : bb idp : ” i d s t r i n g
i d s t r i n g = 1* i d c h a r

i d c h a r = ALPHA / DIGIT

Figure 3. bbIdP DID Method Scheme

advertises the state evolvement to all nodes of the network. The
state transition function Υ advances the world state σ to the
new world state σ′ based on a Transaction T and is formally
defined as follows [2].

σ′ = Υ(σ, T )

We detach account state transitions from identity state transi-
tions and define the following sub functions of Υ.

(A, I)′ = Υ((A, I), T )

⇔

ΥA(A, T ) =

{
A′, T ∈ {Tcon, Tmsg}
A, T 6∈ {Tcon, Tmsg}

∧ΥI(I, T ) =

{
I ′, T ∈ {Tcre, Tmod, Tdel}
I, T 6∈ {Tcre, Tmod, Tdel}

The identity state transition function ΥI is the main function
of the blockchain-based identity provider.

G. Implementation
The foundation of our blockchain-based Identity Provider

(bbIdP) is the Python client of Ethereum comprising the main
libraries pyethapp [17] and pyethereum [18]. We adapted the
pyethereum implementation according to the theoretical model
to support the newly introduced identity management transac-
tions and to store identity information in a separate identity
state. Pyethapp is modified to use the updated pyethereum
library accordingly. To fully leverage the identity provider
model, pyethapp’s service oriented architecture is extended
by an OpenID Connect provider based on the pyoidc library
[19] to offer respective service and achieve straightforward
integration.

The representation of identifier, claims and attestations dif-
ferentiates an internal and external model. The external model
is aligned to standards under development by World Wide Web
Consortium (W3C) community working groups [20] [21]. The
internal specification is a reduced representation to facilitate
a streamlined implementation. The blockchain-based identity
provider offers remote procedure calls to retrieve identifier,
claims and attestations in the external format. Additionally, the
OpenID Connect provider accepts the external representation.

The format of the identifier is aligned to the Decentralized
IDentifier (DID) specification [20] and defined as a particular
DID method scheme (see Figure 3). The method namespace is
bbidp and abbreviates the blockchain-based identity provider
proposed in this paper. The portion idstring is a combination of
one or more characters or numbers. This identifier is specified
during the creation of the digital identity. It is provided in the
”To” attribute of the identity creation transaction. To exter-
nally reference the identity, the fully qualified decentralized
identifier is used. In general, the external structure of a claim
follows the credential entity model of the Verifiable Claims

{
” i d ” : ” i d e n t i f i e r ”
” t y p e ” : ” Smith ” ,
” c l a i m ” : {

” i d ” : ” d i d : bb idp : bob ”
” f i r s t n a m e ” : Bob

}
}

Figure 4. Sample Claim

[21] community working group. A claim is represented in the
JavaScript Object Notation (JSON) [22] format. A sample is
shown in Figure 4. Each claim consists of a claim identifier,
meta data and a property that contains the actual attribute of
the digital identity. A claim is issued in simplified form to the
blockchain contained in the data field of the identity modi-
fication transaction. Issuer and issue timestamp are implicitly
obtained from the respective transaction. The specified attribute
of the identity can be issued as a cryptographic hash to increase
privacy. Internally, the claim is stored in the claim trie of the
appropriate identity. The key is the claim identifier and the
value is represented by the remaining attributes. To revoke an
existing claim, a transaction is issued containing a claim with
the same identifier that has no claim attribute.

The attestation of a claim is a signature of the claim
itself by the attestation issuer. It is represented in JSON
and internally stored in the attestation trie of the identity.
Additionally, the attestation comprises meta data about the
issuer, creation time and the referred claim. In contrast to the
Verifiable Claims working group, we internally separated the
attestation from the claim to allow various attestations of a
single claim from different attestation issuers.

The integrated OpenID Connect provider serves a simple
web page. Upon re-directing a user from the originating portal
for authentication, it provides a random value encoded as
Quick Response (QR) code [23]. The provider expects as
return value a JSON data structure containing the random value
and the identity profile that is signed by the owner account of
the digital identity. Subsequently, the provider verifies against
the blockchain, that the signature is valid and the used account
corresponds to the owner of the digital identity. In case of
positive verification, the provider returns a positive message
and redirects the user back to the originating portal. In case
of authentication failure, an error message is delivered.

V. SAMPLE WORKFLOW

Alice owns an online book shop. To order a book, a cus-
tomer needs to login to the online shop. The online shop offers
the possibility to login with our blockchain-based identity
provider (see Figure 5). Bob wants to buy products in Alice’s
online shop. He creates a digital identity on the blockchain-
based identity provider network by issuing an identity creation
transaction with the identifier ”bob”. After selecting products
in the online shop, Bob navigates to the sign-in page. Next,
the blockchain-based identity provider is chosen as a login
method by Bob. Consequently, the identity provider generates
a random value and provides it in the form of a QR code to
the online shop in an iFrame. Bob signs the random value
and the profile of his digital identity related by the identifier
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”did:bbidp:bob” and sends it to the embedded callback address
of the identity provider. Upon successful verification of the
return message, Alice’s online shop recognises Bob.

Figure 5. Sample Online Shop

VI. FUTURE WORK

A future enhancement for our blockchain-based identity
provider is the functional extension to utilize claims and
attestations for the purpose of authorization in alignment with
the OAuth 2.0 protocol. A service provider could add an
attestation of a purchased service to the digital identity of a
customer. Based on the attested claim, the service provider
can grant access to the purchased offering upon return of
the customer to the online service. An additional research
area is related to the security of the public unpermissioned
blockchain, that is used as an identity provider. Remain the
security assumptions for a general purpose blockchain valid in
case of a dedicated blockchain for identity management.

VII. CONCLUSION

Blockchain technology enables the creation of a decentral-
ized identity provider without a trusted third party. We pre-
sented the design and implementation of a novel blockchain-
based identity provider that offers digital identities contain-
ing verifiable claims. The blockchain-based identity provider
conforms to the OpenID Connect protocol in order to in-
tegrate seamlessly in existing authentication processes. The
conjunction of the conventional OpenID Connect protocol with
the novel blockchain-based identity provider model enables
overarching usage of these technologies. Finally, we described
a sample authentication workflow to show practical feasibility.
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Abstract—An information security system can be divided into
the administrator mode and the user mode, in terms of its
interface. This research can provide a way to achieve effective
results in terms of compliance with security policies through
division. In this paper, we propose a human-centric security
system which is based on user-centered security (User
eXperience) interface. In particular, this study divides the user
layer by profiling using the UX methodology's personalization
method. Based on this, we apply the information security
system on a scenario-by-scene basis, and prepare the factors
that could cause difficulties in advance. The information
security system was able to confirm the increase of the
management level in terms of security policy compliance at the
user side, resulting in insight from various HCI (Human
Computer Interaction)s standpoints. This can lead to
meaningful results that future users can reference in
information security systems that they can directly control.

Keywords- Usability; Compliance; Information Security
System.

I. INTRODUCTION

With the performance improvement in computing
infrastructure and the increase in its complexity, there have
been numerous studies on how to solve the difficulties users
face in HCI (Human Computer Interaction) and the need for
a solution to the complexity from the perspective of the
human factor. A security system officer needs to pursue
user-personal security and help users feel comfortable with
security. According to the ‘Psychology of Security for the
Home Computer User’ released at the IEEE Symposium [1],
the current approach to security is not appropriate because it
overlooks the ease of use. In addition, the paper ‘The
Weakest Link Revisited [2]’ written on IEEE Security &
Privacy read that the weakest point from a corporate
security standpoint is the user. In other words, making
security more convenient for users can significantly upgrade
a corporate security level.

In this way, information security is approaching the
service concept for user's efficient business performance
from the aspect of enterprise business. This study aims to
present the direction of an effective information security
system by analyzing the result when the user improves
usability through information security as a service concept.

II. RELATED WORK

In terms of a study on HCI approach from the
perspective of information security, the NIST [3] has
developed a framework which can reduce user errors in a
control system from the usability standpoint. The
framework provides a common language and mechanism for
organizations to: (1) describe current cybersecurity status;
(2) describe their target state for cybersecurity; (3) identify
and prioritize opportunities for improvement within the
context of risk management; (4) assess progress towards the
target state; (5) foster communications among internal and
external stakeholders.

L. Jean Camp [4] suggested the privacy and mental
model for security (Figure 1). This model is used for the
effective communication regarding the environmental
aspects of risks and is operated to handle misinterpretations
for complicated risks. It cannot take care of everything, but
can help users have a better understanding using a certain
model. It is applicable to physical security, medical
infections, criminal behavior, economics failure and
warfare.

Figure 1. Security-Usability Threat Model

HCI security has evolved in a way to strengthen the
usability of user application from the perspective of
information security. Ronald [5] proposed the Security-
usability Threat Model (Figure 1) in consideration of HCI
extension in security. This study attempted to discuss its
application which can reinforce the usability of a security
system based on the HCI user methodology.

D. D. Woods [6] studied information processing by
humans in HCI and applied it to system design with a goal
of maximizing productivity. It applied organizational
information security policy through profiling techniques
based on demographic characteristics. This study aimes at
classifying users through demographic profiling and then
categorizing the effects of information security policy.
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In this study, we construct a map by grouping users
through user profile and interviewing the subjects, and
analyzing key points where users can experience difficulties
based on them. Based on this, we formulate the problems
that users face and draw the conclusion that a more user
friendly information system is needed by applying the
solution system.

III. METHOD

A. Information System Profiling

This study attempted to apply the HCI approach based
on the diagnosis of the parts which would be handled by
users in person in the past from the perspective of user
interface in a security system. In particular, it analyzes
security system services through profiling and journey maps
which can specify target users in terms of user experience.

One obvious approach to synthesizing usability
engineering and securing systems is to apply established
procedures for enhancing usability to developing on existing
secure systems. Techniques for enhancing the usability of
software cover a wide range of fields and sophistication [8].

Contextual Design [9] uses in-depth studies of potential
users’ work habits and needs to determine initial product
goals.

Contextual Inquiry [9] provides usability testing on a
deployed product, where real users using the system in their
daily chores allow observers to record this use.

This study performs a classification through user
profiling before launching a case study and then categorizes
the type of security users. ‘K’ is a professional IT research
agency in which most users have a high level of knowledge
about IT. The age range varied widely. Then, the data was
divided into age and amount of information in a 2X2 format
and profiled. TABLE I divides the users into the
understanding of occupation and IT and the tendency of
each. Through this, we aim to utilize the users more
sophisticatedly to track the direction they pursue.

TABLE I. INFORMATION SECURITY USER PROFILING

Type Age IT Understanding
Security Observance

Tendency

Type
A

Researcher
in his/her
30s

Fast approach to new
technology (early adopter),
quick to keep pace with
current IT trends, with a
high level of IT knowledge

Strong resistance against
security policy, but no
disagreement regarding
institutional security
policy

Type
B

Administrat
or in his/her
30s

Repetitive tasks, source of
a large amount of
information

High observance of
information security
policy

Type
C

Researcher
in his/her
40-50s

Relatively poor
understanding of IT

Hard to apply it to
security policy due to
multiple work experiences

Type
D

Administrat
or in his/her
40-50s

Very poor understanding of
IT

Hard to apply it to
security policy due to
multiple work experiences

B. Information System Journey Map

A journey map [7] (Figure 2) has been widely used in
diverse fields as an analysis technique of user behavior
along with scenario mapping. To derive user pain points, it
is executed in the following procedure.

While there is no standardized approach or methodology
for customer journey mapping, a survey of current
practitioners and an evaluation of surrounding literature
revealed four universal traits: (1) a team-oriented execution,
(2) a highly visual, nonlinear nature, (3) the use of touch-
points, and (4) an emphasis on real customers and
consumers.

Figure 2. Journey Map (NN Group)

In this study, we made an IS Journey map for the security
system (Figure 3) based on the NN group map. As a result,
based on interviews with users, we found a point where we
can identify their difficulties.

Figure 3. IS Journey Map (for Security System)

C. Change of institutional Security Policy to Journey Map

‘K’ agency has performed security management in terms
of managerial security and technical security. From the
perspective of technical security, a centralized security
check solution had been applied. In 2015, however, such
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policy improved in a way for users to be able to check
security indicators in person [10]. This change is significant
in two aspects: i) performance improvement after the
replacement of old facilities, ii) shift of a security system,
allowing a user to control the system in person. See TABLE
II.

TABLE II. SECURITY INSPECTION SOLUTIONS

Category Previous Now

Manufacturer ‘N’ ‘C’

Year
Introduced

2009 2015

Feature Centralized User check

Such security policy indicators were applied, focusing
on the matters which are directly or indirectly checked by
the government bureau during the security inspection
period, and the details are in TABLE III.

TABLE III. INFORMATION SECURITY INDICATORS BY CATEGORY

No. Description

1 Windows login account password

2 Screensaver password

3 Time of screensaver activation (min.)

4 Anti-virus installed

5 Firewalls set

6 Shared folder set

7 Shared folder password

8 Windows security update

9 Local system set

10 Conditions of the unused ActiveX

‘K’ agency’s security policy is organized in a top-down
structure in which national and government-led security
policies are collectively delivered from the top to the
bottom. Therefore, the agencies at the bottom are always
under the influence of those on top. To increase the
flexibility of institutional security policies, a separate
guideline has been prepared to guide the users.

Users were positioned, as shown in Figure 4, to check
PC security vulnerability. First, vulnerability was assessed
through scores (out of 100 points). It was designed for a
central manager to set a target score and make users reach
the goal.

Figure 4. Check on PC Security Vulnerability by Scores

In addition, the level of PC security vulnerability was
classified by color to draw more attention from users. The
indicators in each sector were designed to be fixed in person
and applied as shown in Figure 4. In the case of interface
security, which is simply a change of screen, there is a case
of studying an efficient method for real-time monitoring of
security control [11]. However, below we show examples of
user-centered actual measurement and performance.

IV. EXPERIMENTAL RESULTS

According to the application of a new security system, the
security policy of ‘K’ agency has brought the following
results in comparison to conventional policies (out of 100
points). While a security level (scores) was low in
conventional systems, the related indicators have improved
as stated in TABLE IV through the improvement of a
security system and provision of user-centered security
services.

Score acquisition status was classified by the integration
score before (2015), the application year (2016), and the
operation (2017) for 1 year after application of security
system.

TABLE IV. ACQUISITIONS BY SECURITY INDICATOR

Level Before Apply After

1 76 77 86

2 45 94 98

3* 47 98 99

4 71 99 99

5 88 98 99

6 79 94 98

7* 79 98 99

8 77 100 100

9* 87 91 91

10 56 65 77

Mean 70.5 91.4 94.6
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After the replacement of the security system, the scores
improved for most indicators. Until now, the policies have
gradually improved. According to the significantly
improved indicators, compliance rates have increased,
focusing on the indicators which can be applied by users in
person after simple settings such as ‘screen saver setting’.
Then, most indicators were close to a perfect score. Finally,
complete content and organizational editing is done before
formatting.

The reason why the new system can acquire high scores
is that the integration score (Figure 4) can be checked
directly, and the user has provided convenience for
confirming and taking security measures directly.

Based on the findings above, the following results were
obtained:

1) An easy-to-execute security policy was applied with
the application of policies by security of user group
(profiling).
2) Compliance rates increased after a shift from the
conventional centralized policy transferred from a little
understanding of security policies to a way for users to
check them in person.
3) The difficulties in applying security policies through a
journey map were supported in man-to-man format to
make them applied more easily.

A security system gains significant improvements after
analyzing user experience factors from a security service
perspective and applying profiling and user journey map as
a way of service methodology. As a result, it was able to
derive the following implications on the endpoint of future
security systems:

1) Realization of efficient security policies through
classification of major risks and vulnerability factors in a
collective application of security policies by a policy
indicator
2) Shift from the conventional centralized security
policy transfer to user-centered security service
3) Better understanding of users with the application of
service methodology.

V. CONCLUSION

With the recent increase in security breaches due to the
vulnerability of user security, the importance of internal
security control aside from an outside attack has become
increasingly important [12]. Therefore, this study attempted
to derive the applications of a more efficient security system
through a better understanding of the users from a security
service perspective and service-methodology approach.
Escaping from conventional studies which focused on how

to reduce user errors from a human factor perspective, this
study discussed a way to increase the understanding of end-
users.

As a result, it is anticipated that the study results would
be useful in analyzing the end users’ intention to observe
security policies and establish a turning point with the
intention to reduce a security system manager’s workload.
In this paper, we propose to expand the scope of research
into a more specific security system by establishing a larger
scale and a standard in future research although it is limited
in the subject and scale of user profiling. In addition, there
might be further studies on the extension of a study scope
with more types of specific security systems (user
vaccination) or a behavioral analysis on the users’ security
awareness to provide customized security services by user.
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Abstract— Recently, rapid changes in IT environment have
shifted the security paradigm from data protection to
protection of people. As a result, IT-related government
policies have also changed. In terms of IT compliance,
government bureau have suggested diverse laws and
guidelines. Under these circumstances, this study attempts to
determine IT compliance issues from the perspective of IT
security personnel in a public agency and derive the related
issues from the information security standpoint. Furthermore,
it targets to address how to develop the IT security compliance
in a progressive manner, focusing on the case of the public
authority ‘K Agency’ after checking current IT security
compliance issues.

Keywords-component; Information Security System; Resilience;
Compliance.

I. INTRODUCTION

Security Resilience refers to the ability to continuously
deliver the intended outcome despite adverse cyber events.
[1]. According to the National Information Protection White
Book [2], the government passed the ‘National Cyber
Security Bill’ during the National Assembly due to the
continued threats to national security by North Korea and
other serious cyber security issues on January 3, 2017. In a
public sector, for the establishment of cloud security policy,
an Act on the Development of Cloud Computing and
Protection of its Users was put into effect in September
2015. In case of the Personal Information Protection Act, in
addition, privacy protection has been stricter every year. In
fact, many public agencies have made a lot of effort to
examine and implement IT security compliance requests
whenever they occur.

As a result, the security officers at various levels of the
organizations are continuously spending administrative
expenses to implement IT security compliance for the public
sector in Korea and abroad. In addition, there is the burden
of the implementation.

II. IT SECURITY COMPLIANCE IN KOREA

Domestic compliance has been proposed starting from
2009 with the focus on the financial sector. Since IT
compliance is an information technology related to internal
control, it is closely related to information security and IT
systems of each organization are met with the requirements
of government policies and guidelines, as well as to

establish information systems in the direction that they can
achieve.

According to Financial Security Institute (FSI) [3], it has
reviewed and analyzed domestic and international laws &
standards and industrial standards for IT system security
management and published the compliance (2000). Then,
the guidelines (2015) have been provided to each financial
institution [4].

In the public sector, an FSI guide-level promotion
system is not available yet. The administrative body
‘Ministry of the Interior and Safety’ and professional
agency ‘Korea Internet & Security Agency’ have promoted
IT security-related compliance. The major IT compliances
are listed in TABLE I.

TABLE.1 IT COMPLIANCE STATUES IN PUBLIC SECTOR

Category Description

Public Sector IT
Compliance

(Domestic Law)

- National Information Framework Act
- Act on Information Network Promotion and Information

Protection, etc.
- Information Communication Infrastructure Protection Act
- E-government Act
- Privacy Act
- Act on Promotion of Information Protection Industry
- Development of laws Concerning Development of Cloud

Computing and Protection of Users

Other Domestic Laws

- Electronic document and electronic trading Act
- Electronic Signature Act
- Communication Confidentiality Protection Act
- Copyright law
- Industrial Technology Protection Act
- Act on Protection and Utilization of Location Information,

etc.

Global GDPR

Standard/Certification ISO27001, ISMS, PIMS, ePrivacy

Public sector IT compliance major issues can be divided
into information security, privacy, and informatization. The
Ministry of Public Administration and Security is promoting
related policies to establish information system and
information management system for the public sector based
on the National Informatization Basic Law and the Personal
Information Protection Act. The Information Security
Division is responsible for assessing the level of information
security at various levels of the National Intelligence
Service (NIS), which acts as the National Cyber Security
Control Tower, and has designated and managed major
information and communication infrastructure.

In particular, the national information security
management system is structured for the NIS to handle the
national information security planning and coordination, as
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stated in Figure 1 (defined by Kim [5]). This management
system is handled separately from the informatization and
privacy protection which is done by the Ministry of the
Interior and Safety. Therefore, the information security
manager from a public agency is required to respond to each
compliance issue by informatization, information security
and privacy protection individually.

Figure. 1. National Information Security Management

III. CASE STUDY : ‘K’ AGENCY’S IT SECURITY

COMPLIANCE

The ‘K’ agency affiliated with the Ministry of Science
and Technology is a government-funded research institute in
the IT infrastructure field of science and technology, and
operates more than 100 information systems. To operate on
many information systems and informatization projects, the
information security system of ‘K’ agency was divided into
information security governance (Figure 2) and the
following information security management system (Figure
3) was drawn as follows [6]:

Figure. 2. Information Security Governance

Figure. 3. Information Security Management Frame (Process)

In information security governance, ‘K’ agency has
responded to the related information and compliance issues
in real-time through the information security portal. In 2017,
the security management was integrated with the intranet
and provided in an electronic payment format (11 duties in

total). As a result, the duties of security managers from each
department and agency became more convenient (TABLE
II).

TABLE II. APPLICATION EXAMPLE OF IT BUSINESS INTEGRATION

Category Related Work Process

Informatization

- Enable / Change / Terminate DNS
- LAN / Telephone Installation Request
- Review of Equipment Installation
- VPN Request
- Review of RFP(Informatization Project)
- Review of Output(Informatization Project)

Information Security
- Review of Information Security
- Review of Security Level
- External Access Permission / Blocking

IT Asset
- Import Asset(RFID connection)
- Export Asset(RFID connection)

IV. CONCLUSION

In order to secure resilience, close implementation of
government policy should be preceded. The government-
level IT compliance has been performed in accordance with
its related laws. Under some laws, a fine is charged on the
un-fulfillment. Under these circumstances, IT departments
can fulfill their role provided that there is close
implementation with government compliance, and the
related duties in the agencies are efficiently integrated.
Then, the tasks should be promoted to improve the
management level in each category (informatization,
information security, personal information).

For this purpose, it is necessary to take active role in
ensuring the information security dedicated organization
and actively participate in the project in terms of the
working organization, the management, the staff, and the
auditing, and public relations activities of the government IT
compliance are the most important.

This study approached what should be fulfilled first
from the IT security compliance’s perspective in a public
sector. It is anticipated that it would suggest specific
guidelines for the public sector and make a contribution to
the improvement of the information security management
level in a public sector.
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Abstract—Supervisory Control and Data Acquisition (SCADA)
systems are quite prominent for use in industrial, utility, and
facility-based processes. While such technology continues to
evolve in the context of Cyber-Physical Systems (CPS), and
new paradigms such as the Internet-of-Things (IoT) arise, the
threat of such systems remains relatively obscure, especially
from the operational cyber security perspective. Various obstacles
hinder the cyber security analysis of such systems, including
the lack of (malicious) empirical data in addition to numerous
logistic, privacy and reputation concerns. In this paper, we draw
upon large-scale empirical data that was uniquely captured and
analyzed from a recently deployed, Internet-scale CPS-specific
honeynet. The aim is to shed light on misdemeanors and malicious
activities targeting such CPS honeypots for threat inference,
characterization and attribution. In addition, this aims at (1)
collecting rare empirical data targeting such systems for further
forensic investigations and sharing with the research community
and (2) contributing to generating CPS-tailored empirical attack
models to aid in effective CPS resiliency. The results identify and
attribute the top sources of such suspicious and unauthorized
SCADA activities and highlight a number of targeted threats.
Furthermore, we uncover undocumented abuse against CPS
services operating in building automation systems as well as
factory environments.

Keywords–SCADA System; CPS Security; CPS honeypots;
Threat characterization.

I. INTRODUCTION

The Internet today continues to experience constant attacks
targeting Cyber-Physical System (CPS). Such systems are
defined by the National Institute of Standard and Technology
(NIST) [1] as a set of inter-connected and distributed physical
processes which control and monitor industrial control sectors
such as utilities (i.e., electric, water, oil, natural gas), trans-
portation, and building automation systems.

Several factors are affecting CPS security. First, in an ideal
situation, the isolation of a CPS network from the external
unsecured network (e.g., Internet) is a common practice.
However, this is not the case, as there is a necessity to access
such systems remotely using external devices. Second, support,
consultants and vendors who connect their devices to the CPS
network for various purposes create potential CPS security
risks [2]. Third, replacing original parts in the CPS network
with low-quality equipment to reduce the cost has recently
triggered critical security against CPS systems by generating

a plethora of 0-day vulnerabilities [3] [4]. Last but not least,
the modernization of smart cities, inter-connected devices and
IoT will obviously scale the threat vector against SCADA
systems. According to the Industrial Control System Computer
Emergency Response Team (ICS-CERT) [5], the assessment
teams have identified hundreds of vulnerabilities within CPS
architectural design. The rise of attacks on CPS compared to
2016 was attributed to the widespread adoption of the IoT
technology.

Given the scarcity of CPS-specific tailored cyber threat in-
telligence, the contributions of this paper could be summarized
as follows:

• deploying distributed SCADA monitors (i.e., honey-
pots) in various countries,

• analyzing and characterizing one month of unsolicited
and suspicious SCADA communications, and

• measuring and validating the severity impact of such
SCADA activities.

The remainder of this paper is organized as follows. Section
II provides an overview of the related work. Section III
presents the approach used to profile CPS cyber activities.
Section IV elaborates the derived results based on the analyzed
one-month period of SCADA data. Section V puts forward a
few limitation points and its limitation. Finally, Section VI
summaries and concludes this paper.

II. RELATED WORK

The literature review could be divided into mainly two
parts, namely, probing analysis and CPS analysis.

A. Probing Analysis
Since probing activities is an important topic in cyber

security and Internet measurements, it has been the focus of
attention in many contributions. In [6], the authors provided an
extensive survey in which they categorize the scanning topics
based on their nature, strategy, and approach. Leonard et al.
[7] performed stochastic derivation of a number of relations
in order to propose an optimal stealth distribution scanning
activity based on the probability of detection. The authors
undertook the attackers’ perspective (and not the measurement
point of view) in order to significantly minimize the prob-
ability of detection. In [8] [9], the authors studied probing

85Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-661-3

SECURWARE 2018 : The Twelfth International Conference on Emerging Security Information, Systems and Technologies

                           96 / 168



activities towards a large campus network using netflow data.
They attempted to find different probing strategies and study
their harmfulness. They analyzed the scanning behaviors by
introducing the notion of gray IP space and techniques to
detect potential scanners. Pryadkin et al. [10] performed an
empirical evaluation of cyber space to infer the occupancy of
IP addresses. In addition, J. Heidemann et al. [11] was one of
the first works to survey the edge hosts in the public Internet.
Cui et al. [12] analyzed a wide-area scan and presented a quan-
titative lower bound on the number of vulnerable embedded
devices on a global scale. Further, in [13], the authors analyzed
data from a large darknet composed of 5.5 million addresses to
study Internet-wide probing activities. They detected probing
events as large spikes generated by unique sources.

Furthermore, in [14], we have proposed a hybrid approach
based on time-series analysis and context triggered piecewise
hashing as applied to passive darknet dataset to infer, character-
ize and cluster probing activities targeting CPS protocols. Our
work is complementary to the aforementioned contributions by
focusing only on probes targeting CPS honeypots.

B. CPS Traffic Analysis

CPS network traffic monitoring and analysis can be divided
in two main categories, namely, interactive monitoring and
passive monitoring. On one hand, honeypots are an example
of low- to high-interactive trap-based monitoring systems [2].
The first CPS honeypot, known as the SCADA HoneyNet
Project, was designed and deployed in 2004 by Cisco Sys-
tems [15]. Digital Bond, a company that specializes in CPS
cyber-security, deployed two SCADA honeypots in 2006 [16].
The release of Conpot in 2013 has greatly facilitated the
deployment and management of CPS honeypots [17]. In order
to evaluate the strength of a given honeypot in deceiving
the attackers, Sysman et al. [18] introduced the notion of
“Indicators of Deception”, where some of the most popular
low and medium interaction honeypots were examined. An
indicator of deception is an action performed by the honeypot
that may alert the attackers to identify that they are interacting
with a honeypot. For example, Artillery [19] honeypot, by
default blocks any malicious activities trying to connect with
the services they emulate. Therefore, such honeypot is easy
to be identified only due to their default action. Therefore,
the deployed conpot was carefully configured to deceive the
intruders without being noticed.

On the other hand, in terms of passive analysis, such
methods include the study of network telescope traffic to
generate statistics and trends related to various inferred CPS
misdemeanors. The first limited reported network telescope
study which addressed the security of CPS protocols was
conducted in 2008 by Team Cymru [20]. Their report included
coarse statistics on scans targeting commonly used CPS pro-
tocols, such as Distributed Network Protocol (DNP3) [21],
Modbus [22] and Rockwell-encap [23]. Vasilomanolakis et
al. [24] propsed a multi-stage attack detection system based
on the attack signature analysis with CPS honeypot. The
authors introduced a mobile device based CPS honeypot that
monitors incoming probing activities, in general. Unlike the
work presented in [24], our proposed methodology presents
the first large-scale experimentation of the deployment and
operation of a CPS-specific attacks by leveraging existing

CPS honeypot that performs the essential analytics on attacks
targeting CPS services on a darknet.

In contrast to current practices, in this work, we intend
to establish a large-scale honeynet infrastructure to collect and
curate CPS data from a plethora of systems and configurations.
While the utilization of honeypots in cyber security tasks is
definitely not new, their use cases tended to be ad hoc, indepen-
dent and non-CPS focused. Thus, we propose a systematic and
collaborative approach to harvest Internet-scale CPS honeypot
data in a planned/staged manner.

III. METHODOLOGY

The proposed methodology consists of three phases: (1)
data monitoring, which includes data collection; (2) data
analytics, which provides statistics and information on the
collected data; and (3) result’s validation, which proves and
affirms the obtained results.

In a nutshell, the monitored Internet activities are amal-
gamated into a centralized database for analysis and insights
generation. Finally, the results are validated via trusted third
party data-sets. Figure 1 provides an overview of our method-
ology. The deployed infrastructure is composed of 32 hosts
distributed in 8 countries. In this setup, we were able to
monitor activities originating from more than 40 countries
targeting countries where the monitors are deployed.

First, in the data monitoring phase, every host is assigned
an Internet public IP address to attract any unauthorized
SCADA activity. Subsequently, we leverage three types of
sensors that run simultaneously on the incoming traffic. We
describe each of the sensors below:

• Generic sensors, which are configured to collect data
from various communication protocols, SCADA and
non-SCADA. Such sensors aim at (1) collecting all
activities for through network investigation; and 2)
helping in differentiating between random and fo-
cused SCADA activities. Please note that the deployed
infrastructure mimics the internal dynamics of CPS
systems, where the external vantage point has been
protected by basic configuration of iptables.

• Network Intrusion Detection System (NIDS) sensors,
which are Network based Intrusion Detection System,
are used to identify threats that target the generic
sensors as well as SCADA sensors. Such sensors
provide more insights on the intention of the captured
network activity. In this work, we have leveraged
Snort [25] engine, an open-source NIDS, to detect and
classify intrusions.

• SCADA sensors, which are typical SCADA honeypots
which have been setup in interactive mode. SCADA
sensors have been configured to monitor incoming
traffic targeting SCADA protocols, namely, Modbus
and Distributed Network Protocol (DNP3) as per their
default setup [2]. Typical CPS dynamics (i.e., control
and communications) provided by Modbus on port
TCP 502 and Siemens on port TCP 102 have been
emulated. Please note that the honeypots have been
configured with public IP addresses but have not
been advertised publically to prevent their immediate
exploitation.
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Figure 1. Methodology Overview

Second, in the analysis phase, the collected data from the
monitors are pushed into an un-relational database for further
analysis. In this context, we leverage several open source
tools (e.g., whois [26]) to characterize the SCADA activities
and identify the countries, cities, and Autonomous System
(AS) names involved. Furthermore, the amalgamation in the
previous phase allows us to correlate between the generic
sensors and NIDS sensors data with the SCADA sensors data.
For instance, we were able to tell the percentage of SCADA
communication compared to generic ones and the types of
threats affiliated to SCADA activities.

Last but not least, in order to validate our findings, reduce
false positives and assess our methodology in identifying
unreported (potential 0-days) attempts, we leverage three other
trusted third-party datasets, namely, DShield [27], AbuseIPDB
[28] and Cymon [29]. Such datasets provide rich insights
on suspicious Internet activities such as types of threats and
reputations of IP addresses. In the next section, we list our
results based on this proposed multi-phase approach.

IV. PRELIMINARY RESULTS

The aim of this section is to provide an overview of
our results based on our proposed approach. This section is
divided into three parts. On one hand, the first part provides
a characterization based on the overall data collected from
our generic sensors. The latter collects generic network flow
information which might include conventional Internet com-
munications including SCADA activities. In fact, even if we
setup a SCADA sensor, as long as it is publicly available,
adversaries’ activities can target SCADA services, in addition
to any other services (ports) available on this sensor. On the
other hand, the second part provides more detailed analysis
based on SCADA sensors only. These sensors are dedicated to
imitate SCADA hosts.

We have setup the SCADA sensor as per the open source
deployment in [2]. We run the sensor in default mode, which
emulates the basic SCADA host on the following services:
Siemens S7-200 [30] Central Processing Unit (CPU) with 2
slaves, Modbus on port 502 Transmission Control Protocol
(TCP), S7 Communication (S7Comm) [31] on port 102 TCP,

HTTP on port 80 TCP, and Simple Network Management
Protocol (SNMP) on port 161 User Datagram Protocol (UDP).
Finally, the last part provides an overview of the threats
associated to such SCADA activities. Such inference can help
us understand the impact of these activities and the intention
of the user, who is originating the cyber activity.

A. Data Overview
As mentioned earlier, this section provides an overview of

any Internet activities or network traffic targeting the deployed
sensors.

Overall, Figure 2 provides an overview of: 1) the number
of identified flows, where a flow is defined as a collection
of packets originating from one source IP address to one or
multiple destination IP addresses; 2) total unique IP counts; 3)
total number of scanning activities in all flows; and 4) alerts
and intrusions associated to these flows.

The number of alerts and intrusions identified via network-
based monitoring systems [25] is relatively high due to the
fact that one source IP address within a flow might generate
multiple threats on multiple sensors. Further discussion will
be elaborated in Section IV-B. It is important to mention that
our data is based on one-month period, namely, March 2018.
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Figure 2. CPS Traffic Behavior Characterization

We have proceeded with the process of data characteriza-
tion by identifying the top source countries, which initiated
unsolicited cyber activities targeting our sensors. Figure 3
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provides the top 10 source countries. United States is leading
in terms of activities, followed by China then Brazil and
Russia. Note that the United States generated around 44,500
flows, which is almost 38% of the global top countries. It
is noteworthy to mention the surprising appearance of small
countries in Asia, such as Vietnam and Indonesia, which have
generated a relatively large number (almost 30%) of activities.
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Figure 3. Top 10 Source Countries - Generic Sensors

We further classify the network traffic based on the initiat-
ing Autonomous Systems (AS). An AS number can uniquely
identify Internet Service Providers (ISPs).

In Figure 4, we list the top 10 AS numbers, as per the traffic
targeting our generic sensors. It is worth mentioning that, given
that United States is identified as the highest country gen-
erating Internet traffic, however, based on AS classifications,
Brazil is identified as the highest with 22.6% of the total traffic.
This means that more network flows are originated from one
single Brazilian AS number as compared to the United States,
where more distributed flows are originated from various AS
numbers. It is noteworthy to mention that Chinese ASes, which
are ranked second and third, have generated together around
35% of the top ASes’ traffic.
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Figure 4. Top 10 Source AS Numbers - Generic Sensors

B. SCADA-Specific Cyber Activities
In this section, we aim at inferring probing events targeting

main SCADA communication and control protocols as per
the deployment of sensors in [2]. Using this deployment, we
identified 54,511 SCADA cyber activities, in which 1,173
unique IP address are involved. This number of activities
represents almost 21% of the total 260,741 generic cyber
events, which were identified in the previous section (IV-A).

As shown in Figure 5, almost half (48.4%) of the top
SCADA activities is generated from the United States. Fur-
thermore, as per the AS name representation in Figure 6, the
United States ASes are dominating with CariNet on top of the
list. In light of the findings in Figure 6, we can further cate-
gorize probing events based on ASes associated services. For
example, the purpose of probing can be to conduct scientific
research [32] such as University of Michigan (UMICH in US),
or the malicious probing activities got generated using a leased
host from external service providers such as Linode [33] and
Leasweb [34].
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Figure 5. Top Source Countries - SCADA Activities

It is noteworthy to mention Seychelles among the top 5
source countries with 743 activities. Note that Seychelles,
among many other islands, is a good location for abusers who
find countries with weak or absent cyber security policies. In
general, such islands can be easily set for botnet, Command
and Control C&C servers and repositories of stolen informa-
tion.
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Figure 6. Top Source AS Names - SCADA Activities

In order to assess the severity of such SCADA activities,
we have classified the traffic as per Table I. In a nutshell, our
classification, which is motivated by [2], flags the network
severity as medium, once a session is created, high if a
request or response is generated, and critical if messages are
transferred or communicated among the deployed monitors and
the source IP addresses. Since the monitoring sensors are set
on unused IP addresses, any traffic targeting them is deemed to
be suspicious and/or unauthorized, or at least misconfigured.

As per the aforementioned approach, the investigation
revealed that 13% of SCADA cyber activities are of medium
severity, 64% of highly severity and 23% of critical severity.
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TABLE I. CPS Probing Activities Severity Rating

Probing Activity Type Severity Level

Session Medium

Request/Response High

Traffic/Connection Critical

This result is shown in Figure 7.
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Figure 7. The Severity of SCADA Cyber Activities

In order to achieve a better accuracy and understanding
as per the abused services, next, we characterize the com-
munication per the targeted ports, which represent specific
operated services. Figure 8 visualizes the distribution of abused
services for those of critical severity only. This means that
such activities have not just probed requested connection or a
session to the deployed monitors, but also have shared data,
after the connection setup.
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It is not very surprising to identify that Modbus is the most

(75%) critically abused SCADA service. Such result is not new
for security researchers [14], who have already found similar
results based on the analysis of passive monitoring sensors. It is
also important to mention that Modbus is the most widely used
SCADA service today. In addition to S7comm and BACnet,
which came second and third after Modbus respectively, the
Intelligent Platform Management Interface (IPMI) has been
also found but with very minimal numbers (total of 4%).

C. Validation
In an attempt to validate our findings, we adopt the ap-

proach used in [14], where publicly available online databases
namely DShield, AbuseIPDB, and Cymon are used. Undoubt-
edly, the integration and synergy of the findings from multiple
online databases will lead to better validation of the obtained
results.

DShield is a community-based firewall log correlation
system that holds records on reported suspicious IP addresses.
Furthermore, the online database returns the risk scale, targeted
attacks and a total number of the report counts. DShield reports
the speciousness of a reported IP address on a scale from 0%
(lowest) to 100% (highest)

As stated earlier, we validated the source IP addresses of
the SCADA network communication activities. Our findings
revealed that 100% of the worldwide source IP addresses were
found in DShield, with an average risk scale of 53%. Among
the highly risky malicious sources of SCADA communication,
where the risk scale was either 90% or 100%, the maximum
attack counts are 2,946 and 53,215 report counts. Overall, the
average attack counts of the detected source IP addresses is
1,199, while the average reported malicious IP addresses were
22,016. DShield findings summary are listed in Table II.

TABLE II. Validation Summary

Dshield AbuseIPDB
Risk
Scale

Attacks
Count

Report
Count

Abuse
Confidence
Rate

Minimum 0% 133 3000 15%

Maximum 100% 2946 65158 100 %

Average 53% 1199 22016 67%

To measure the abuse confidence rate of the detected
SCADA activities, we used the AbuseIPDB’s online repository
which indexes Internet-scale specious IP addresses as reported
by the service providers and backbone network operators. Our
investigation revealed that the average abuse confidence rate of
the unsolicited interaction is 67.4%, with a maximum of 100%
abuse confidence rate and the minimum of 15%. A summary
of the validation results are listed in Table II.

In an effort to map the results obtained from AbuseIPDB
to DShield, we observed that despite the high-risk scale of
the source of SCADA traffic, the abuse confidence rate varied
from 15% to 57%. This implies that there are abuse cases
reported for those IP addresses in DShield and that have not
been reported in AbuseIPDB.

Next, we will correlate threats generated from such activ-
ities. To identify the type of the network traffic activities, we
levereged Cymon’s [29] online repository. Cymon is a largest
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open source tracker of malware, botnets, spams, etc. Based
on our findings, 66.6% of malicious activities were e-mail
attacks, and 50% of the following types: WEB attacks, Internet
Message Access Protocol (IMAP) attacks, Secure Shell (SSH)
attacks, and File Transfer Protocol (FTP) attacks. In addition
to the attacks, 16.6% of scanning activities were detected, such
as Domain Name Service (DNS) attacks, password disclosure
attempts, telnet scans and Remote Desktop Protocol (RDP)
scans.

V. DISCUSSION

In this section, we interpret and describe the significance
of our findings in light of the proposed methodology.

Vantage Points: Our contribution is limited to the number
of deployed monitors. Although this study covers 32 moni-
tors across 8 countries, we cannot identify SCADA activities
targeting networks beyond such vantage points. However, we
believe that this work is a step forward for building a more
distributed network of monitors at large-scale.

Internal SCADA Dynamics: Our model covers the CPS
communication targeting SCADA hosts from an Internet
perspective. However, this contribution does not cover the
security or monitoring of communications within SCADA
systems (e.g., inside a power plant), neither hardware devices
(e.g., physical smart grid). Our approach complements on-
site SCADA security mechanisms such as network isolation
SCADA security systems.

VI. CONCLUSION AND FUTURE WORK

Conducting research on SCADA data is challenging due to
the restrictions on physically accessing critical infrastructure
sites. In this paper, we have analyzed SCADA data inde-
pendently of the infrastructure, via SCADA sensors deployed
on the Internet. Our contribution is unique in terms of the
following items: 1) our dataset which is collected from more
than 32 deployments in 8 countries and (2) our analysis
which correlates conventional data with SCADA data and
associated threats. Our analysis uncovers unsolicited traffic
originating from various countries and AS names. Our future
work involves fully-automating the detection and analysis
models at a large scale and in real-time. Furthermore, we are
developing algorithms to provide insights on the intention of
the scans (i.e., benign vs malicious). The purpose is to produce
threat intelligence data and sharing in addition to generating
notifications for awareness and mitigation of threats against
SCADA systems.
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Abstract—As a sign of the times, headlines today are full of 
attacks against an organization’s computing infrastructure, 
resulting in the theft of sensitive data. In response, the 
organization applies security measures (e.g., encryption) to 
secure its vulnerabilities. However, these measures are often 
only applied once, with the assumption that the organization is 
then protected and no further action is needed. Unfortunately, 
attackers continuously probe for vulnerabilities and change 
their attacks accordingly. This means that an organization 
must also continuously check for new vulnerabilities and 
secure them, to continuously and actively defend against the 
attacks. This paper derives metrics that characterize the 
security level of an organization at any point in time, based on 
the number of vulnerabilities secured and the effectiveness of 
the securing measures. The paper then shows how an 
organization can apply the metrics for continuous active 
defence. 

 
Keywords- sensitive data; vulnerability; security measure; 

security level; metrics; continuous defence. 

 

I.     INTRODUCTION 

Headlines today are full of news of attacks against 
computing infrastructure, resulting in sensitive data being 
compromised. These attacks have devastated the victim 
organizations. The losses have not only been financial (e.g., 
theft of credit card information), but perhaps more 
importantly, have damaged the organizations’ reputation. 
Consider, for example, the following data breaches that 
occurred in 2017 [1]: 

• March, 2017, Dun & Bradstreet: This business services 
company found its marketing database with over 33 
million corporate contacts shared across the web. The 
company claimed that the breach occurred to 
businesses, numbering in the thousands, that had bought 
its 52 GB database. The leak may have included full 
names, work email addresses, phone numbers, and 
other business-related data from millions of employees 
of organizations such as the US Department of Defence, 
the US Postal Service, AT&T, Walmart, and CVS 
Health. 

• September, 2017, Equifax: This is one of the three 
largest credit agencies in the US. It announced a breach 
that may have affected 143 million customers, one of 
the worst breaches ever due to the sensitivity of the data 
stolen. The compromised data included social security 

numbers, driver’s license numbers, full names, 
addresses, birth dates, credit card numbers, and other 
personal information. Hackers had access to the 
company’s system from mid-May to July by exploiting 
a vulnerability in website software. Equifax discovered 
the breach on July 29, 2017. 

There were many more breaches in 2017, and in fact, no 
year can be said to have been breach-free. Moreover, the 
problem appears to be getting worst, as 2017 has been 
mentioned [2] as a “record-breaking year” for data breaches: 
a total of 5,207 breaches and 7.89 billion information 
records compromised. 

In response to attacks, such as the ones described above, 
organizations determine their computer system 
vulnerabilities and secure them using security measures. 
Typical measures include firewalls, intrusion detection 
systems, two-factor authentication, encryption, and training 
for employees on identifying and resisting social 
engineering. However, once the security measures have 
been implemented, organizations tend to believe that they 
are safe and that no further actions are needed. 
Unfortunately, attackers do not give up just because the 
organization has secured its known computer vulnerabilities. 
Rather, the attackers will continuously probe the 
organization’s computer system for new vulnerabilities that 
they can exploit. This means that the organization must 
continuously analyze its computer system vulnerabilities 
and secure any new ones that it discovers. In order to do this 
effectively, it is useful to have quantitative metrics of the 
security level at any particular point in time, based on the 
number of vulnerabilities secured and the effectiveness of 
the security measures, at that point in time. An acceptable 
security level can be set, so that if the security level falls 
below this acceptable level due to new vulnerabilities, the 
latter can be secured to bring the security level back to the 
acceptable level. This work derives such metrics and shows 
how to apply them for continuous active defence, i.e., 
continuous vulnerabilities evaluation and follow up. 

The objectives of this work are: i) derive 
straightforward, clear metrics of the resultant protection 
level obtained by an organization at any point in time, based 
on the use of security measures to secure vulnerabilities and 
the effectiveness of the measures, ii) show how these 
metrics can be calculated, iii) show how the metrics can be 
applied for continuous active defence. We seek 
straightforward, easy to understand metrics since 
complicated, difficult to understand ones tend not to be used 
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or tend to be misapplied. We base these metrics on securing 
vulnerabilities since this has been and continues to be the 
method organizations use to secure their computer 
infrastructure.  

The rest of this paper is organized as follows. Section II 
discusses sensitive data, attacks, and vulnerabilities. Section 
III derives the metrics and presents various aspects of the 
metrics, including some of their strengths, weaknesses, and 
limitations. Section IV explains how to apply the metrics for 
continuous active defence. Section V discusses related work 
and Section VI gives conclusions and future research. 

II.     SENSITIVE DATA, ATTACKS, AND VULNERABILITIES  
Sensitive data is data that needs protection and must not 

fall into the wrong hands. It includes private or personal 
information [3], which is information about an individual, 
can identify that individual, and is owned by that individual. 
For example, an individual’s height, weight, or credit card 
number can all be used to identify the individual and are 
considered as personal information or personal sensitive 
data. Sensitive data also includes non-personal information 
that may compromise the competitiveness of the 
organization if divulged, such as trade secrets or proprietary 
algorithms and formulas. For government organizations, 
non-personal sensitive data may include information that is 
vital for the security of the country for which the 
government organization is responsible.  

DEFINITION 1: Sensitive data (SD) is information that 
must be protected from unauthorized access in order to 
safeguard the privacy of an individual, the well-being or 
expected operation of an organization, or the well-being or 
expected functioning of an entity for which the organization 
has responsibility. 

DEFINITION 2: An attack is any action carried out against 
an organization’s computer system that, if successful, 
compromises the system or the SD held by the system. 

An attack that compromises a computer system is 
Distributed Denial of Service (DDoS). One that 
compromises the SD held by the system is a Trojan horse 
attack in which malicious software (the Trojan) is planted 
inside the system to steal SD. Attacks can come from an 
organization’s employees, in which case the attack is an 
inside attack. For example, a disgruntled employee secretly 
keeps a copy of a SD backup and sells it on the “dark web”.  

DEFINITION 3: A vulnerability of a computer system is 
any weakness in the system that can be targeted by an attack 
with some expectation of success. A vulnerability can be 
secured to become a secured vulnerability through the 
application of a security measure.  

An example of a vulnerability is a communication 
channel that is used to convey sensitive data in the clear. 
This vulnerability can be targeted by a Man-in-the-Middle 
attack with reasonable success of stealing the sensitive data. 
This vulnerability can become a secured vulnerability by 
encrypting the sensitive data that the communication 
channel carries.  

A computer system can undergo upgrades, downgrades, 
and other modifications over time that changes its number 
of secured and unsecured vulnerabilities. It is thus necessary 
to specify a time t when referring to vulnerabilities. Clearly, 
the number of secured and unsecured vulnerabilities of a 
computer system at time t is directly related to the security 
level of the system at time t. This idea is formalized in the 
next definition. 

DEFINITION 4: A computer system’s security level (SL) at 
time t, or SL(t), is the degree of protection from attacks that 
results from having q(t) secured vulnerabilities, and p(t) 
unsecured vulnerabilities, where the system has a total of 
N(t) = p(t)+q(t) secured and unsecured vulnerabilities. SL(t) 
is uniquely represented by the pair (p(t), q(t)).  

Clearly SL(t) increases with increasing q(t) and 
decreases with increasing p(t). Figure 1 shows 3 SL(t) 
points on the (p(t), q(t)) plane for N(t)=100.  

 

 

 

 

 

 

 

 

In Figure 1, the higher values of q(t) correspond to 
higher security levels, and the higher values of p(t) 
correspond to lower security levels.  

III.    METRICS FOR CONTINUOUS ACTIVE DEFENCE 
While the pair (p(t), q(t)) uniquely represents SL(t), it 

cannot be used to calculate the value of SL(t), which would 
be useful in tracking the security of a system over time as its 
vulnerabilities change. In this section, we derive two metrics 
for the value of SL(t), one assuming that the measures 
securing vulnerabilities are totally reliable; the other with 
the measures only partly reliable. Both metrics are applied 
right after the vulnerabilities have been determined, and 
possibly before any of them have actually been secured. 
Determining vulnerabilities is discussed in Section III.C 
below. 

A. Metric with Totally Reliable Securing Measures 

We seek a metric STRM(t) (STRM is an acronym for 
“SL with Totally Reliable Measures”) for a computer 
system’s SL(t), where all securing measures are totally 
reliable. Suppose that p(t) and q(t) are as in Definition 4. Let 
Pt(e) represent the probability of event e at time t. Let 
“exploit” mean a successful attack on a vulnerability. Let 

Figure 1.  SL(t) points corresponding to a computer system with 
N(t)=100.  SL(3) is higher security than SL(2), which is higher 
security than SL(1). 
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“all exploits” mean exploits on 1 or more vulnerabilities. 
Let Uk(t) denote an unsecured vulnerability k at time t. We 
have 
               SL(t) = Pt(no exploits) = 1-Pt(all exploits)          (1) 
However, the only exploitable vulnerabilities are the 
unsecured vulnerabilities since the securing measures are 
totally reliable. Therefore 

               Pt(all exploits) = Σk [Pt(exploit of Uk(t))]                  
by applying the additive rule for the union of probabilities, 
assuming that 2 or more exploits do not occur 
simultaneously. Let uk(t) be a real number with 0 < uk(t) ≤ 
p(t) and Σkuk(t) = p(t). Set 
                 Pt(exploit of Uk(t)) ≈ uk(t)/(p(t)+q(t))                (2) 
By substitution using (2) 

                Pt(all exploits) ≈ Σk [uk(t)/(p(t)+q(t))] 

                                        = Σkuk(t)/(p(t)+q(t))  
                                        = p(t)/(p(t)+q(t))                         (3)             
The condition 0 < uk(t) ≤ p(t) is needed to ensure that there 
is some probability for an unsecured vulnerability to be 
exploited. The condition Σkuk(t) = p(t) is necessary in order 
for Pt(all exploits) ≤ 1. Expression (2) gives a way of 
assigning values for Pt(exploit of Uk(t)) based on a risk 
analysis [3]. However, expression (3) ensures that such 
assignment is not needed for calculating STRM(t). In other 
words, the fact that some vulnerabilities are more likely to 
be exploited than others does not affect the value of 
STRM(t). 
Substituting (3) into (1) gives 
                SL(t) ≈ 1-[p(t)/(p(t)+q(t))] 
                         = q(t)/(p(t)+q(t))      if  p(t)+q(t) > 0         
                         = 1                            if  p(t)+q(t) = 0          
We obtain STRM(t) by assigning as follows: 
          STRM(t) = q(t)/(p(t)+q(t))     if  p(t)+q(t) > 0       (4) 

                    = 1                            if  p(t)+q(t) = 0       (5) 
We see from (4) that 0 ≤ STRM(t) ≤ 1 if p(t)+q(t) > 0 and 
has value 0 if q(t)=0 (the system has no secured 
vulnerabilities) and 1 if p(t)=0 (all of its vulnerabilities are 
secured). We see from (5) that STRM(t)=1 if p(t)+q(t)=0 
(no vulnerabilities, which is unlikely). The values of the 
metric are therefore as expected. 

B. Metric with Partially Reliable Securing Measures 

Here, we seek a metric SPRM(t) (SPRM is an acronym 
for “SL with Partially Reliable Measures”) for a computer 
system’s SL(t) where the measures securing the 
vulnerabilities are only partially reliable.  

Let Vk(t) denote a secured vulnerability k at time t. The 
reliability rk(t) of the measure securing Vk(t) can be defined 
as the probability that the measure remains operating from 
time zero to time t, given that it was operating at time zero 
[4]. The unreliability of the measure is then 1-rk(t). We have 
the events 

     [exploit of Vk(t)] if and only if [Vk(t) selected for exploit]  
                          AND [measure securing Vk(t) unreliable] 
Since the two right-hand side events are independent, 
   Pt(exploit of Vk(t)) = Pt(Vk(t) selected for exploit) x 
                                 Pt(measure securing Vk(t) unreliable) 
Set 
             Pt(Vk(t) selected for exploit) ≈ 1/(p(t)+q(t))          (6)    
since attackers will have no preference to attack one secured 
vulnerability over another secured vulnerability (they should 
not even see them as vulnerabilities). Again, applying the 
additive rule for the union of probabilities, 
   Pt(all Vk(t) exploits) = Σk[Pt(Vk(t)  selected for exploit) x  

                            Pt(measure securing Vk(t)  unreliable)] 
                     = Σk [(1/(p(t)+q(t)))(1-rk(t))] 
                     = [Σk(1-rk(t)]/[p(t) + q(t)] 
                     = [q(t)-Σkrk(t)]/[p(t) + q(t)]      
                     =[q(t)/(p(t)+q(t))]-Σkrk(t)/(p(t) + q(t))    (7) 

Now, since both Uk(t)  and Vk(t) can be exploited,  

Pt(all exploits)=Pt(all Uk(t) exploits) + Pt(all Vk(t) exploits)   
               ≈ [p(t)/(p(t)+q(t))] + [q(t)/(p(t)+q(t))]- 
                                Σkrk(t)/(p(t) + q(t)) 
                = 1 - Σkrk(t)/(p(t) + q(t))                            (8) 

by substitution using (3) and (7), where (3) is Pt(all Uk(t) 
exploits). Finally, by substitution using (1) and (8), 

          SL(t) ≈ 1 – 1 + Σkrk(t)/(p(t) + q(t)) 
                   = Σkrk(t)/(p(t) + q(t))    if  p(t) ≥ 0, q(t) > 0  
                   = 1                                if  p(t)+q(t) = 0  
                   = 0                                if  p(t)>0, q(t) = 0  
We obtain SPRM(t) by assigning as follows: 
  SPRM(t) = Σkrk(t)/(p(t)+q(t))    if  p(t) ≥ 0, q(t) > 0     (9) 

             = 1                                if   p(t)+q(t) = 0        (10) 
                  = 0                                if   p(t)>0, q(t)=0      (11) 
 
We see from (9) that 0 < SPRM(t) < 1 for p(t) ≥ 0, q(t) > 0 
(all vulnerabilities may or may not be secured), and from 
(10) that  SPRM(t) = 1  for p(t)+q(t) = 0 (no vulnerabilities, 
which is unlikely). We see from (11) that SPRM(t) = 0  for 
p(t)>0, q(t) = 0 (no secured vulnerabilities). We also see that 
for rk(t) = 1, SPRM(t) is the same as STRM(t). The values 
of the metric are therefore as expected.  

C. Calculating the Metrics  

Calculating STRM(t) requires the values of p(t) and q(t) 
at a series of time points of interest. SPRM(t) requires the 
values of p(t), q(t), and the reliability value for each 
measure used to secure the vulnerabilities.   

To obtain the values of p(t) and q(t), an organization 
may perform a threat analysis of vulnerabilities in the 
organization’s computer system that could allow attacks to 
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occur. Threat analysis or threat modeling is a method for 
systematically assessing and documenting the security risks 
associated with a system (Salter et al. [5]). Threat modeling 
involves understanding the adversary’s goals in attacking 
the system based on the system’s assets of interest. It is 
predicated on that fact that an adversary cannot attack a 
system without a way of supplying it with data or otherwise 
accessing it. In addition, an adversary will only attack a 
system if it has some assets of interest. The method of threat 
analysis given in [5] or any other method of threat analysis 
will yield the total number N(t) of vulnerabilities to attacks 
at time t. Once this number is known, the organization can 
select which vulnerabilities to secure and which security 
measures to use, based on a prioritization of the 
vulnerabilities and the amount of budget it has to spend. A 
way to optimally select which vulnerabilities to secure is 
described in [6]. Once vulnerabilities have been selected to 
be secured, we have q(t). Then p(t) = N(t) – q(t). The threat 
analysis may be carried out by a project team consisting of 
the system’s design manager, a security and privacy analyst, 
and a project leader acting as facilitator. In addition to 
having security expertise, the analyst must also be very 
familiar with the organization’s computer system. Further 
discussion on threat analysis is outside the scope of this 
paper. More details on threat modeling can be found in [6]. 
Vulnerabilities may be prioritized using the method in [3], 
which describes prioritizing privacy risks.  

The reliability values for hardware measures used to 
secure the selected vulnerabilities may be obtained from the 
hardware’s manufacturers (e.g., hardware firewall). 
Reliability values for software and algorithmic measures are 
more difficult to obtain (e.g., encryption algorithm). For 
these, it may be necessary to estimate the reliability values 
based on the rate of progress of technology. For example, 
one could estimate the reliability of an encryption algorithm 
based on estimates of the computer resources that attackers 
have at their disposal. If they have access to a super 
computer, an older encryption algorithm may not be 
sufficiently reliable. One could also opt to be pessimistic 
and assign low reliability values, which would have the net 
effect of boosting security by securing more vulnerabilities, 
in order to meet a certain SL(t) level (see Section IV). 
Reliability values for security measures represent a topic for 
future research. 

It is important to note that at each time point where the 
metrics are calculated, the values of p(t) and q(t) are 
generated anew. Vulnerabilities secured previously with 
totally reliable measures would not appear again as 
vulnerabilities. On the other hand, vulnerabilities secured 
with only partially reliable measures should be identified 
again as vulnerabilities. Further, it is not necessary to have 
actually implemented the securing measures before 
calculating the metrics.  

D. Graphing the Metrics  

The metrics STRM(t) and SPRM(t) are both functions of 
p(t), q(t), and t. Figure 2 shows a 3-dimensional graph of 
these metrics with axes for STRM(t)/SPRM(t), p(t), and 
q(t). Time is not shown explicitly as an axis since we would 

need 4 dimensions, but is instead represented as time period 
displacements of the metrics’ values.    

 
 
 
 

 

 

 

 

 

 

 

 

Figure 2 shows 4 values of one of the metrics, labeled 
according to the times it was evaluated, namely t1, t2, t3, and 
t4 where t1 < t2 < t3 < t4. The intervals between these times 
may be 1 week or 1 month, for example. T is a threshold, 
below which the metric values should not drop (see Section 
IV.A). At t1, one of the metrics was evaluated producing the 
value shown. At t2, the metric was again evaluated, but this 
time the value was found to be much lower than at t1, and in 
fact, the value dropped below T. The reason for this was that 
new vulnerabilities were found that had not been secured. 
The organization decides to secure the additional 
vulnerabilities. At t3, another evaluation was carried out, and 
this time, the metric had improved, reaching above T. The 
organization finds some surplus money in its budget and 
decides to secure 2 other vulnerabilities. An evaluation of 
the metric at t4 finds the value a little higher than at t3, due 
to the 2 additional vulnerabilities secured. It is thus seen that 
the security level of a computer system changes over time, 
in accordance with the system’s number of secured and 
unsecured vulnerabilities. 

E. Strengths, Weaknesses, and Limitations  

Some strengths of the metrics are: a) conceptually 
straightforward, and easily explainable to management, and 
b) flexible and powerful, i.e., they have many application 
areas, as described in Section IV. 

Some weaknesses are: a) threat modeling to determine 
the vulnerabilities is time consuming and subjective, and b) 
the SL may involve more factors than vulnerabilities and 
secured vulnerabilities. For weakness a), it may be possible 
to automate or semi-automate the threat modeling. Related 
works [13] and [19] are good starting points for further 
research. For weakness b), it may be argued that the metrics 
as presented are sufficient for their envisaged application 
when other sources of error are considered (e.g., it is 
difficult to tell where an attacker will strike or how he will 
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Figure 2. STRM(t)/SPRM(t) values at times t1 < t2 < t3 < t4. 
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strike), and that adding more factors would only make the 
metrics unnecessarily more cumbersome and time 
consuming to evaluate with little additional benefit.  

Some limitations of the metrics follow. First of all, the 
metrics are only estimates of the security level, not the 
security level itself. This was indicated in assigning the 
probabilities as approximate in expressions (2) and (6) of 
Section III. Second, as noted in Section III, it makes no 
difference to the values of the metrics whether one 
unsecured vulnerability is more likely to be exploited than 
another. This may be due to the fact that the metrics are 
estimating the total security of the computer system, and 
therefore the total number of exploitable vulnerabilities is 
what’s important, not the order in which they are exploited. 
Third, we applied the additive rule for the union of 
probabilities in Section III, requiring that 2 or more exploits 
do not occur simultaneously. This condition holds in general 
but if it is violated, the metrics will be inaccurate. Other 
limitations may be that there are vulnerabilities that have not 
been identified, and a secured vulnerability may not in 
reality be secured because the attacker has a secret way of 
defeating the securing measure. However, these other 
limitations are true of other security methods as well. 

IV.   APPLICATION AREAS 
In this section, we present some applications for the 

metrics. In Section IV.A, we discuss how they can be used 
for continuous active defence of a computer system. In 
Section IV.B, we present other application areas, such as 
critical infrastructure and defence. 

A. Continuous Active Defence 

Attackers do not attack once, and finding that you are 
well protected, go away. Rather, they continuously probe 
your defences in order to find new vulnerabilities to exploit. 
It is thus necessary to continuously evaluate the computer 
system’s vulnerabilities using threat modeling, and add 
additional security by securing new vulnerabilities when 
necessary. We call this “Continuous Active Defence” or 
CAD. How do we know when it is necessary to add more 
security? This is where the metrics can be applied. 
Continuous Active Defence involves the following steps: 
1. Decide on a threshold for SL(t) below which the values 

of the metrics should not drop. 
2. Decide on the frequency with which to perform threat 

modeling, e.g., every week, every month, exceptions. 
3. Begin Continuous Active Defence by carrying out the 

threat modeling at the frequency decided above. After 
each threat modeling exercise, calculate either STRM(t) 
(if reliability data is not available) or SPRM(t) (if 
reliability data is available). If the value of the metric 
falls below T (see Figure 2), secure additional 
vulnerabilities until the value is above T. 

4. If there has been a change to the system, such as new 
equipment or new software, do an immediate threat 
analysis, calculate one of the metrics, and add security 
if necessary based on T. Then, proceed with the 
frequency for threat modeling decided above. 

The value of T and the frequency of threat modeling can 
be determined by the same threat analysis team mentioned 
above. The values would depend on the following: 
• The potential value of the sensitive data – the more 

valuable the data is to a thief, a malicious entity, or a 
competitor, the higher the threshold and frequency 
should be. 

• The damages to the organization that would result, if 
the sensitive data were compromised – of course, the 
higher the damages, the higher the threshold and 
frequency. 

• The current and likely future attack climate – consider 
the volume of attacks and the nature of the victims, say 
over the last 6 months; if the organization’s sector or 
industry has sustained a large number of recent attacks, 
then the threshold and frequency need to be higher. 

• Consider also potential attacks by nation states as a 
result of the political climate; attacks by individual 
hacktivist groups such as Anonymous or WikiLeaks 
may also warrant attention.  

In general, a computer system should be as secure as 
possible. Therefore, T above 80% and a frequency of 
weekly would not be uncommon. However, whatever the 
threshold and frequency, the organization must find them 
acceptable after considering the above factors. The financial 
budget available for securing vulnerabilities also plays an 
important role here, since higher thresholds call for securing 
more vulnerabilities, which means more financial resources 
will be needed.  

B. Other CAD Application Areas 

CAD may also be applied to a specific type of 
vulnerabilities. An example of this application is dealing 
with inside attacks. If the organization is particularly 
susceptible to inside attacks, it can decide to apply CAD to 
vulnerabilities that can be exploited for inside attacks. In 
this case, some of the vulnerabilities may be weaknesses of 
the organization itself, e.g., ineffective screening of job 
applicants, and the securing measures may not be 
technological, e.g., having an ombudsman for employee 
concerns. A list of questions that can be used to identify 
vulnerabilities to inside attack is given in [6]. 

CAD can be applied to a specific subset of 
vulnerabilities that the organization deems are crucial to its 
mission. For example, a cloud service provider would deem 
the protection of clients’ data crucial to its mission. It can 
choose to apply CAD to vulnerabilities that are specific to 
its data storage capabilities, and also apply CAD to its 
computer system as a whole. 

CAD may also be applied to code level vulnerabilities. 
In this case, the frequency of application will depend on 
how often the code is changed, due to patching and the 
addition or deletion of functionality. The threat modeling 
would have to be tailored to code and would be more of a 
code inspection exercise.  

Finally, CAD may be applied to protect critical 
infrastructure and defence systems. The power grid is an 
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example of critical infrastructure. The development of the 
metrics only considers vulnerabilities and reliabilities, 
which are also found in critical infrastructure and defence 
systems. However, the threat analyses would involve 
different types of threats, and the securing measures, would 
of course, need to be appropriate for the vulnerability. For 
example, the vulnerability of transformer sabotage in a 
power grid may need to be secured by the use of intrusion 
alarms. As another example, the vulnerability of a 
retaliatory missile site being preemptively destroyed may 
need to be secured by putting the missile on a mobile 
platform. The application of CAD to protect critical 
infrastructure and defence systems is a subject of future 
research. 

V.   RELATED WORK 
Related work found in the literature includes attack 

surface metrics, risk and vulnerabilities assessment, 
vulnerabilities classification, threat analysis, other, and this 
author’s previous work.  

A system’s attack surface is related to a SL; it is 
proportional to the inverse of a SL since the lower the attack 
surface, the higher the SL. Stuckman and Purtilo [7] present 
a framework for formalizing code-level attack surface 
metrics and describe activities that can be carried out during 
application deployment to reduce the application’s attack 
surface. They also describe a tool for determining the attack 
surface of a web application, together with a method for 
evaluating an attack surface metric over a number of known 
vulnerabilities. Munaiah and Meneely [8] propose function 
and file level attack surface metrics that allow fine-grained 
risk assessment. They claim that their metrics are flexible in 
terms of granularity, perform better than comparable metrics 
in the literature, and are tunable to specific products to 
better assess risk.  

In terms of risk and vulnerabilities assessment, Islam et 
al. [9] present a risk assessment framework that starts with a 
threat analysis followed by a risk assessment to estimate the 
threat level and the impact level. This leads to an estimate of 
a security level for formulating high-level security 
requirements. The security level is qualitative, such as 
“low”, “medium”, and “high”. Vanciu et al. [10] compare an 
architectural-level approach with a code-level approach in 
terms of the effectiveness of finding security vulnerabilities. 
Wang et al. [11] discuss their work on temporal metrics for 
software vulnerabilities based on the Common Vulnerability 
Scoring System (CVSS) 2.0. They use a mathematical 
model to calculate the severity and risk of a vulnerability, 
which is time dependent as in this work. Gawron et al. [12] 
investigate the detection of vulnerabilities in computer 
systems and computer networks. They use a logical 
representation of preconditions and post conditions of 
vulnerabilities, with the aim of providing security advisories 
and enhanced diagnostics for the system. Wu and Wang 
[13] present a dashboard for assessing enterprise level 
vulnerabilities that incorporates a multi-layer tree-based 
model to describe the vulnerability topology. Vulnerability 
information is gathered from enterprise resources for display 
automatically. Farnan and Nurse [14] describe a structured 

approach to assessing low-level infrastructure vulnerability 
in networks. The approach emphasizes a controls-based 
evaluation rather than a vulnerability-based evaluation. 
Instead of looking for vulnerabilities in infrastructure, they 
assume that the network is insecure, and determine its 
vulnerability based on the controls that have or have not 
been implemented. Neuhaus et al. [15] present an 
investigation into predicting vulnerable software 
components. Using a tool that mines existing vulnerability 
databases and version archives, mapping past vulnerabilities 
to current software components, they were able to come up 
with a predictor that correctly identifies about half of all 
vulnerable components, with two thirds of the predictions 
being correct. Roumani et al. [16] consider modeling of 
vulnerabilities using time series. According to these 
researchers, time series models provide a good fit to 
vulnerability datasets and can be used for vulnerability 
prediction. They also suggest that the level of the time series 
is the best estimator for prediction. 

With regard to vulnerabilities classification, Spanos et 
al. [17] look at ways to improve CVSS. They propose a new 
vulnerability scoring system called the Weighted Impact 
Vulnerability Scoring System (WIVSS) that incorporates 
the different impact of vulnerability characteristics. In 
addition, the MITRE Corporation [18] maintains the 
Common Vulnerability and Exposures (CVE) list of 
vulnerabilities and exposures, standardized to facilitate 
information sharing.  

In terms of threat analysis, Schaad and Borozdin [19] 
present an approach for automated threat analysis of 
software architecture diagrams. Their work gives an 
example of automated threat analysis. Sokolowski and 
Banks [20] describe the implementation of an agent-based 
simulation model designed to capture insider threat 
behavior, given a set of assumptions governing agent 
behavior that pre-disposes an agent to becoming a threat. 
Sanzgiri and Dasgupta [21] present a taxonomy and 
classification of insider threat detection techniques based on 
strategies used for detection.  

The following publications fall into the other category. 
Kotenko and Doynikova [22] investigate the selection of 
countermeasures for ongoing network attacks. They suggest 
a selection technique based on the countermeasure model in 
open standards. The technique incorporates a level of 
countermeasure effectiveness that is related to the reliability 
of measures securing vulnerabilities, used in the SPRM(t) 
metric proposed in this work. Ganin et al. [23] present a 
review of probabilistic and risk-based decision-making 
techniques applied to cyber systems. They propose a 
decision-analysis-based approach that quantifies threat, 
vulnerability, and consequences through a set of criteria 
designed to assess the overall utility of cybersecurity 
management alternatives.  

This author’s directly related work includes [24] and [6], 
where the latter is an expanded version of the former. This 
work improves on these previous works by adding a) time 
dependency, together with the notion that an organization’s 
security level needs to be continuously evaluated, b) a new 
metric incorporating the reliability of the securing measures, 
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and c) a description of new application areas. 

VI.   CONCLUSIONS AND FUTURE RESEARCH 
Since attackers continuously probe for new 

vulnerabilities to exploit, an organization cannot afford to 
assess its computer system’s vulnerabilities once, secure 
some of the vulnerabilities, and then do nothing further. 
Rather, the organization needs to assess and secure its 
vulnerabilities on a continuous basis, i.e., perform CAD.  
This work has proposed two conceptually clear SL metrics 
that can be used to evaluate a computer system’s security 
level at any point in time for CAD. One metric assumes that 
the measures securing vulnerabilities are totally reliable; the 
other considers the measures to be only partially reliable. 
CAD may be applied to specific types of vulnerabilities 
(e.g., vulnerabilities to insider attack), groupings of 
vulnerabilities that require special attention, specific 
application areas such as critical infrastructure and defence, 
and even at the code level. 

There are many security metrics in the literature, as 
seen in Section V. The metrics in this work have the 
advantages of being easy to understand, and easy to 
calculate, which may be needed to convince management to 
provide the necessary resources required for CAD.  

Future research includes formulations of other security 
metrics, the application of security metrics to critical 
infrastructure and defence, improving the methods for threat 
modeling, and exploring how this work may complement 
work in the literature and in the standardization community. 
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Abstract—So far, cyber threats to nuclear power plants have
remained an unexplored area. No single cyber attack has been
reported that successfully degraded the safety function of a
nuclear power plant. However, it is not guaranteed that
nuclear power plants are completely safe from cyber attacks.
This paper proposes a probable attack concept, which can
disrupt the real-time and deterministic nature of
instrumentation and control systems.
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I. INTRODUCTION

Conventionally, Instrumentation and Control (I&C)
systems are designed to protect nuclear power plants in terms
of safety. This design concept has been implemented at the
early stage of nuclear power plants and reinforced for
decades. Sometimes, lessons are also learned from accidents
[1][2] and they are fed to the design as improvements. As a
result, I&C systems can protect the plants from various
events, such as failures, errors, and even disasters.

Recently, cyber threats to nuclear power plants have
received increased attention. The threats include hacking,
viruses, Distributed Denial of Service (DDoS) attacks [3]
and they are well-known in general Information Technology
(IT) environments. No single cyber attack, however, has
been reported that successfully disrupted the safety control of
a nuclear power plant. The well-known Stuxnet [4]
succeeded to attack the Iran uranium enrichment plant, not
nuclear power plants. The feasibility of a successful attack
and appropriate countermeasures still remain uncertain in
nuclear power plants. Despite this uncertainty, the
participants in the nuclear power industry take an optimistic
view about the safety of nuclear power plants. They believe
detection methods for safety events must be effective for
cyber attacks. Actually, the periodic Cyclic Redundancy
Checking (CRC) [5] used for detecting memory errors may
be useful for detecting the fuzzing attacks [6] messing up the
memory.

During a survey on the detection methods for cyber
attacks, the usage of I&C systems have attracted our
attention. The usage is a factor for reflecting how busy an
Operating System (OS) is and it is usually disseminated to

the OS itself and surrounding I&C systems. The usage can
also be utilised for detecting cyber attacks; a malicious task
injected into an OS may increase the usage value. We,
however, found a vulnerability that can be invoked by
interrupts.

This paper is structured as follows. In Section II, we
describe the background: assumptions that need to be
described for further discussion. Section III proposes the
probable attack concept derived by our research. The
difference between the proposed concept and the similar
safety event, that is the busy OS case, is given in Section IV.
Then, the precautions that may protect the I&C system from
the proposed attack and their limits is also given in Section V.
Finally, this paper is concluded with conclusions and future
works in Section VI.

II. ASSUMPTIONS

This section provides assumptions for further discussion.
Although we name this assumptions, we believe the given
assumptions are based on the common nature of I&C
systems for nuclear power plants.

A. Relatively Low Performance

Reliability is the most expected virtue of I&C systems in
the nuclear power industry. One of the typical methodologies
to calculate reliability is analyzing each components as we
can see in MIL-HDBK-217F [7]. The application history,
however, is the most powerful proof of reliability. The
proven I&C systems in the actual nuclear power plants will
be preferred in other plants.

Therefore, most nuclear power plants tend to adopt
proven I&C systems, although they have relatively low
performance. Having a long application history means that
I&C systems had been adopted and developed for a long
time. On occasion, the systems may have been developed
several decades ago, and their CPUs are operated at a low
speed of few MHz. In general, the CPUs are slower than
personal computers or even cell phones.

B. Preemptive Operating System

The safety controls of nuclear power plants should
handle safety events timely, that is, real-time, and
deterministic manner.
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“Real-time” means that safety controls always respond
within the requested time limit. A safety control with time
limit of n milliseconds should respond within n milliseconds.
“Deterministic” means that responding of safety controls are
always predictable. Decision factors that may change
responds of the safety controls should be known in advance.
Different or random outputs from a same safety control are
not permitted if decision factors are not changed.

I&C systems with a preemptive OS can support real-time
and deterministic nature [8][9] of the safety controls. The
preemptive OS periodically scans all tasks and stops current
task on executing if urgent task is waiting to be executed.
The urgent task does not wait the termination of the other
non-urgent tasks, and gets the right to be executed although
the other non-urgent tasks are waiting. These periodic scans
and exchanges of tasks are called as context switches. By
these context switches, time limit is met and we can predict
the execution order of tasks.

C. Interrputs

An interrupt is one of the well-known methodologies for
data exchange between a CPU and peripherals. With an
interrupt manner, a CPU executes tasks and does not care
peripherals before they inform the CPU. On the other hand,
with a polling manner, a CPU periodically stops executing
tasks to check peripherals whether they want to exchange
data with the CPU.

By their nature, an interrupt is more efficient method
than a polling. Time to check peripherals caused by polling
is wasted if the peripherals do not have data to exchange.
Therefore, most digital systems, such as personal computers
adopt an interrupt manner for exchanging data with
peripherals. A mouse and a keyboard are representative
examples.

Inside of I&C systems used for nuclear power industry,
interrupts are preferred methods for data exchange, such as
urgent switchover between redundant CPU modules for
seamless operation and asynchronous serial communication
for downloading tasks.

In this paper, we assume that I&C systems support
several interrupts with their own priority.

D. Interfaces

The main purpose of I&C systems is to receive inputs
from field devices, to process inputs, and to send outputs to
where they are needed at. For this reason, I&C systems
essentially have various interfaces; analog and digital, input
and output.

Serial interfaces for Human and Machine Interfaces
(HMIs), and Engineering Work Stations (EWSs) are
representative examples in nuclear power plants. Basically
I&C systems can execute their tasks of themselves, but they
still need HMIs for observing operational values and
manipulating configuration settings, and EWSs for managing
control logics.

III. ATTACK CONCEPT

In this section, we propose the probable attack concept
that exploits the interrupt vulnerability of I&C systems.

The attack concept is simple: to break the real-time and
deterministic nature of I&C systems. In other words,
disrupting tasks to be executed within time limits is the
proposed attack concept. The following is a summary of how
the tasks can be disrupted.

The I&C systems we assume in this paper have various
interfaces. In general, these interfaces work in an
asynchronous manner for a safety purpose. Unused devices
are not connected with interfaces because the devices might
be touched by an operator accidentally and then send
unintended instructions to I&C systems. Electrical surges
from unused devices might also cause malfunctions in I&C
systems. This asynchronous nature means that interfaces are
based on an interrupt manner. This asynchronous nature
brings two implications. The first implication is interfaces
are not occupied and are waiting devices. The second
implication is that interfaces are driven with an interrupt
manner.

The first step for the attack is connecting devices to those
unoccupied and interrupt-driven interfaces. For any device, it
is possible to enable continuous interrupts. Typical example
is a bad USB device. A pair of a dongle and the laptop with
software having ability to send serial data automatically is
another example.

The second step is enabling interrupts with high priorities
continuously to the targeted I&C system through the
connected interface. Data contents and an application layer
protocol for enabling interrupts do not matter. Every data
will be delivered to interrupt handlers whether they are valid
or not. An interrupt is a just hardware-level signal used for
informing an OS and it cannot interpret data contents.
Therefore, even invalid data cannot be filtered and should be
delivered to interrupt handlers. These interrupt handlers will
consume precious time and disrupt other interrupts with
lower priorities.

At the final step, a time tick, that is a kind of interrupt, is
delayed by interrupts enabled by the attack. The main
purposes of a time tick is measuring the time flow and
calling context switches periodically. Therefore, delayed
time ticks cause delayed context switches. It means time
limits of tasks cannot be met and we cannot predict the
execution order of tasks in advance, as written in Section
II.B. Finally, the I&C system with delayed time ticks will not
work in a timely and deterministic manner.

IV. THE BLIND SPOT OF THE USAGE

The busy OS case given in Section IV.A may be
confused with the proposed attack because tasks suffer from
delays in that case. However, it is totally different from the
proposed attack concept in terms of intention. The proposed
attack is a hostile action with intention, while the busy OS
case occurs with no intention. It is basically closer to
programming errors, such as infinite loops or congestions,
not filtered during tests. Based on this difference, the busy
OS case can be detected by the usage and thus it is detectable
while the proposed attack concept cannot be detectable.

To explain the difference above mentioned, the usage
calculation process is described in Section IV.B. Then, it is
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followed by Section IV.C which describes the blind spot
hiding the proposed attack from the detection.

A. Busy OS Case

Tasks executed by I&C systems have various branches
and each branch has its own work flows. Some branches may
have simple operations while other branches have heavy
operations. For example, a task may just observe a certain
value before it exceeds thresholds, but the task may write the
trend of the value on a slow flash memory with very dense
interval time for a future audit. Depend on which branch is
being executed, a CPU may be busy or not busy.

If the busyness of an OS, or the usage, reaches 100%, the
I&C system cannot afford additional work imposed by a task
jumping to a heavy branch. In this case, the safety controls
supported by I&C systems cannot work in a timely and
deterministic manner. In other words, they are compromised.

B. The Usage Calculation Process

I&C systems keep their own value called the usage, to
detect compromised I&C systems by the busy OS case. The
usage is the factor reflecting the busyness of an OS. Nested
I&C systems observe the usage of each other and I&C
systems with a high usage value will be regarded as
compromised.

The usage can be calculated by measuring how long time
the idle task is executed within the given time. This
calculation can be implemented as follows.

1) Calculating G: In initializing phase, an OS does
nothing except increasing a variable whthin the given time T
and keeps it at the global variable G.

2) Start the OS: After the OS completes initializing
phase, a local variable L in the idle task is set to zero and
scheduling is started in earnest.

3) Calcuating L: For the given time T, L is continuously
increased when the idle task is on execution, while it is not
increased when the other tasks are on execution.

4) Comparing L and G: After the given time T, by
comparing G and L, the OS can know how long time the
idle task was executed within given time. Then L is reset to
zero.

5) Repeat: the OS repeats 2) ~ 4).

The above calculation can be expressed by

Usage for T = (1 — (L / G)) × 100. (1)

The usage value will stay low, if the idle task is executed
longer, while it will become high, if the idle task is executed
shorter. When it is 100%, a I&C system is fully busy and
cannot afford additional work.

C. Blind Spot of Usage

The calculation given in Section IV.B seems quite
reasonable and clear. The serious trap, however, is lying on
(1) because T cannot be measured. T stands for actual and
absolute time, but the OS does not have the tool to measure
such time in general. Instead, the OS counts time ticks to

measure T. According to this, P is pre-calculated by (2) and
hard-coded into the OS.

P = T / Interval Time between Time Ticks (2)

Then, (1) should be updated by

Tˊ = Interval Time between Time Ticks × P, (3)

Usage for Tˊ = (1 — (L / G)) × 100. (4)

The proposed attack concept given in Section III extends
the interval time among time ticks and makes Tˊ longer by
(3). The extended length is same with time spent by the
interrupt handlers called by the attack. L and G stay same
regardless of attack, because L is not increased in interrupt
handler and G is calculated before attack. As a result, the
usage value becomes lower than the actual busyness of the
OS by (4). This is the obvious blind spot of the usage.

More seriously, nested I&C systems described in Section
IV.B cannot detect compromised I&C systems because the
usage value will stay low due the blind spot.

V. PRECAUTIONS AND LIMITS

In this section, a few existing precautions are given.
These precautions may be useful to protect I&C system from
the proposed attack. They, however, cannot provide
complete protection.

A. Blocking Interrupt

In the attack steps given in Section III, the time spent by
interrupt handlers may be short in well-designed I&C
systems. Furthermore, continuous invalid data received in a
short period may be considered as noises or attacks. Then,
they will be discarded without an interpretation. This may
help to mitigate the attack but cannot provide the complete
protection.

The only complete solution is to block the interrupt
channel connected with the interface is being attacked.
However, it may also block the other essential devices for
operation and a future forensic procedure. Once they have
been blocked, the targeted I&C systems may need factory
reset, which initializes inside of I&C systems and destroys
evidences

B. Watchdog

A watchdog [10] is a kind of timer for increasing
reliability. It waits to be kicked (to receive a signal from
outside) for the pre-defined time limit. If it is not kicked
within the time limit, it releases the warning signal. A
watchdog is driven by the inside time source and
independent from time ticks and interrupts.

In terms of response time, however, a watchdog cannot
provide the complete protection. The I&C systems we
assume are operated by a preemptive OS, which works in
“within time” manner, not “on time”. It means that the time
limit of a watchdog should have enough margin.
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Furthermore, attacks may be designed to delay time tick by
n-1 milliseconds, when a watchdog is set to wait n
milliseconds.

C. Real-time Clock Component

I&C systems may have other common time sources, such
as real-time clock components [11]. It can measure actual
time flow independently with time ticks.

Nevertheless, they cannot provide the complete
protection because their time scale, that is hour, minute, and
second, is not precise enough for context switches in a
preemptive OS. The time scale should to be few milliseconds
at minimum for efficient tasks scheduling. Because of this,
real-time clock components are preferred for displaying the
current time.

D. Physical Acess Control for Interfaces

Well-known regulations [12][13] compel nuclear power
plants to protect interfaces from unauthorized accesses. The
actual protection strategy, however, is implemented by
periodic security audits rather than technical security
controls. This strategy is inevitable for many legacy systems
in nuclear power plants because they were not designed with
security considerations. Therefore, interfaces are left to be
attacked between audits.

VI. CONCLUSIONS AND FUTURE WORKS

In this paper, we proposed the probable attack concept
exploiting interrupt vulnerability. The proposed attack delays
time ticks first, and then context switches of a preemptive
OS. As a result, the real-time and deterministic nature of
I&C system are not guaranteed. Furthermore, nested I&C
systems for safety controls cannot detect the attack even if
the targeted I&C systems are compromised due to the usage
blind spot. Existing precautions and their limit analyses were
also given.

This paper does not include actual experiments and the
feasibility is not proven. However, we believe that nuclear
power plants should be protected from any possibility to
degrade the safety level.

In the future, we will perform experiments on our test
bed. If it is observed that the proposed attack has any
influence on the test bed, we will try to find mitigating
measures.
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Abstract—A growing number of computing systems, e.g., smart
phones or web applications, allow to compose their software of
components from untrusted sources. For security reasons, such
a system should grant a component just the permissions it really
requires, which implies that permissions must be sufficiently fine-
grained. This leads to two questions: How to know and to specify
the required permissions, and how to enforce access control in
a flexible and efficient way? We suggest a novel approach based
on the object capability paradigm with access control at the level
of individual methods, which exploits two fundamental ideas: we
simply use a component’s published interface as a specification
of its required permissions, and extend interfaces with optional
methods, allowing to specify permissions which are not strictly
necessary, but desired for a better service level. These ideas can
be realized within a static type system, where interfaces specify
both the availability of methods, as well as the permission to use
them. In addition, we support deep attenuation of rights with
automatic creation of membranes, where necessary. Thus, our
access control mechanisms are easy to use and also efficient, since
in most cases permissions can be checked when the component
is deployed, rather than at run-time.

Keywords—Software-components; security; typesystems.

I. INTRODUCTION

In today’s computer based systems, the software environ-
ment is often composed of components developed by an open
community. Prominent examples are web applications, and
smart phones with their app stores. A major problem in such
systems is the fact that the component’s sources and thus,
the components themselves may not be trusted [1]. In order to
ensure security in systems composed of untrusted components,
the Principle Of Least Authority (POLA) should be obeyed,
i.e., each component should receive just the permissions it
needs to fulfill its intended purpose [2]. The term ’authority’
denotes the effects, which a subject can cause. These effects
can be restricted via permissions, which control the subject’s
ability to perform actions. An appealing and popular approach
to implement POLA is the use of the object capability model
[3,4], where unforgeable object references are used as a
capability allowing to use the referenced object.

A good introduction to the object capability model and
POLA is provided in [5]. The general properties of capability
systems, as well as some common misconceptions about capa-
bilities are pointed out in [6], where the authors also show that
capabilities have strong advantages over access control lists
and can support both confinement and revocation. Murray [4]
discusses several common object capability patterns, including
membranes, which allow a deep attenuation of rights.

Based on the object-capability paradigm, several secure
languages have been devised. A pioneer in this area is the
work of Mark Miller [3] on the E language, which points

out the prerequisites for secure languages: memory safety,
object encapsulation, no ambient authority, no static mutable
state, and an API without security leaks. In addition to these
features, E provides method level access control, but requires
the programmer to manually implement security-enforcing
abstractions, like membranes. Based on E, Joe-E [7] restricts
Java such that access to objects is only possible via capabilities
that have been explicitly passed to a component. Joe-E also
supports immutable interfaces allowing to implement secure
plug-ins. It uses compile-time checking and secure libraries
to disable insecure features of Java like, e.g., reflection and
ambient authority. In a similar spirit, Emily [8] is a secure
subset of OCaml, whereas Maffeis et al. [1] specifically
address the problem of mutual isolation of (third-party) web
applications written in JavaScript. These language-based ap-
proaches share two fundamental problems: Since they restrict
the programming language, they not only confine interactions
between components, but also limit the programmer’s capabil-
ities within a component. Another drawback is that security
can only be guaranteed, if all components are distributed at the
source code level, which in practice is infeasible for reasons
of protecting intellectual property rights.

A feasible solution for the second problem is the use of a
Virtual Machine (VM) that enforces security. An example for
such an approach is Oviedo3, which includes a secure VM im-
plementing capability-based access control at the granularity
of methods [9]–[11]. However, Oviedo3 only provides basic
mechanisms for the management of access rights, i.e., adding
and removing the permission to execute a single method for a
single object reference, and must check all these permissions
at run-time. Thus, Oviedo3 is neither easy to use nor efficient.

To overcome the drawbacks of existing approaches, the goal
of our work is to provide a VM that

• allows components to be distributed and deployed in
binary form while still providing security,

• enables fine-grained access control without putting a
relevant annotation or implementation burden on the
components’ programmers,

• minimizes the number of required run-time checks by
performing most checks when a component is deployed.

In this paper, we suggest an easy to use approach that
eliminates the shortcomings of existing capability systems
and secure high-level languages, and addresses the special
needs for the secure cooperation of untrusted components.
In Section II, we present a component model, where each
component specifies its minimal and desired permissions in
a natural way using interfaces. We then outline the basics of
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a type system that allows fine-grained access restrictions and
optional methods (Section III). Finally, we introduce concepts
for a virtual machine and a secure, strongly-typed byte code,
that allows static type checking at deployment time and the
automatic creation of membranes (Section IV). We conclude
the paper by giving an outlook to our future work (Section V).

II. COMPONENT MODEL

Our work is based on the established definition of a software
component, as given by Szyperski: “A software component is a
unit of composition with contractually specified interfaces and
explicit context dependencies only. A software component can
be deployed independently and is subject to composition by
third parties” [12]. We assume that components are distributed
as compiled byte code for a VM, rather than source code. Their
internal structure is not relevant, however, we require that a
component defines a purely object oriented interface, i.e., to
its environment it appears to be composed of classes. One
of these classes, the principal class, is the starting point for
defining the component’s interface.

Under these conditions, at run-time a component can be
viewed as a collection of objects. Thus, secure interaction
between components can be implemented by an extended
object capability model, where the type of a reference imposes
additional access restrictions.

In this run-time model, we can exactly determine the
interface that a component C requires from its environment
(by determining the types of all references and values that
C can receive), as well as the interface it provides to the
environment (i.e., the types of all references and values that
C returns) by just examining the type of C’s principal class.
Now, a central idea of our approach is to view these interfaces
also as a specification of the required (requested) and provided
(granted) permissions of a component. E.g., if a method m is
in C’s required interface, then C requires the permission to
invoke m. As an extension, we also allow optional methods
in component interfaces. In this way, the type of the principal
class explicitly defines
• Tin : the minimum and maximum permissions that C

requests from its environment, where C will use optional
methods, if they are available, but does not require them
for its correct operation, and

• Tout : the minimum and maximum permissions that
C grants to its environment, where for each optional
method, C may decide at run-time whether or not to
provide it.

As an example, consider a calendar component that holds
objects implementing an interface Appointment. Users can
create new appointments or get a list of all stored ones. The
public interface of this component could look like shown in
Listing 1 (assuming String is a built-in type).

As the component has no input (we omitted the parameters
of createAppointment() for simplicity), Calendar
does not request any permissions from its environment, so
Tin = ∅. In contrast, it grants permission to use the stored

LISTING 1. CALENDAR INTERFACE

component interface Calendar {
interface Appointment {
int startTime();
int endTime();
String location();
String subject();

}
void createAppointment(...);
Appointment[] getAppointments();

}

appointments via the Appointment interface, which results
in Tout = {Calendar,Appointment}.

A calendar client displaying the appointments stored in a
calendar may have a component interface similar to Listing 2.

LISTING 2. CALENDAR CLIENT INTERFACE

component interface CalendarClient {
interface CalendarProvider {
Event[] getAppointments();

}
interface Event {
int startTime();
int endTime();
optional String subject();

}
void displayEvents();
void setProvider(CalendarProvider c);

}

This interface specifies the permissions the client needs
from a CalendarProvider: it must be able to call the
getAppointments() method, which returns an array of
objects of type Event. On an Event, the client must
be able to call startTime() and endTime(), and it
will use subject(), if available. Thus, for the calendar
client component we have Tout = {CalendarClient}
and Tin = {CalendarProvider,Event}. Since we use
structural typing for component interfaces, a reference to the
Calendar component can be passed to setProvider(),
as Appointment provides all the methods required by
Event.

Client ClientCalendar

Appointment

Calendar

Appointment

startTime()
endTime()

Figure 1. Full access to Appointment (left) versus restricted permissions
(right).

In this example, the calendar client will not be able to
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TABLE I. INTENDED SEMANTICS OF COMPONENT INTERFACE TYPES.

Status of method m Assertion that referenced Permission to call
in interface type T object has method m method m
m is not in T no no

m is optional in T no yes
m is required T yes yes

call the location() method on events received from any
CalendarProvider, because it is not part of the Event
interface. Formally, a component C can invoke method m
on an object o from another component, only if o can be
assigned to a reference of some type T ∈ Tin(C), which
allows to call m. Especially, a component can only execute
the operations explicitly specified in its published interface.
This means that everything the component can do is explicitly
visible in its published interface, so the user can decide not to
install the component or to only provide it with a reference to a
restricted calendar object. Traditionally, this requires to man-
ually program a membrane for the Calendar component,
such that the objects returned by getAppointments()
do not have a subject() method (see Figure 1). In our
model, the same effect can be achieved by just casting the
Calendar reference to a more restricted interface, where
the subject() method is missing. In Figure 1, the client
has access to Calendar through a membrane. The calendar
membrane’s getAppointments() method in turn returns
membranes for the Appointment objects, that only allow
two methods to be called.

In principle, if the Calendar component declared the
subject() method in Appointment as optional, it also
could decide at runtime whether or not to expose this method
to the client invoking getAppointments(), based, e.g., on
some authentication procedure. However, we believe that this
decision should be left to the user assembling the components.

Note that a component’s published interface (what it pre-
tends to do) may differ from its actually implemented inter-
face, e.g., a component may try to call a method not declared in
its published interface. However, because the component will
always be used via its published interface, such a deviation
will result in a type error at run-time. We will briefly present
our type system in the next section.

III. TYPE SYSTEM

As outlined before, we interpret a component’s interface
type as a specification of access permissions for methods.
In addition, we retain the traditional interpretation, which
asserts that all objects implementing the interface will offer the
specified methods. We achieve both goals by using optional
methods, as shown in Table I.

As the main goal of our type system is security, it must
enforce the access restrictions given in Table I in such a way
that no component can amplify its rights by type conversions,
i.e., down-casting. Whenever possible, we ensure this property
statically, i.e., at the time a component is deployed, rather than
by using run-time checks. In addition, we avoid delayed type
failures: once a component C is deployed and a reference to
C’s primary object has successfully been assigned to a variable

of some component interface type I , all methods in I can be
invoked without type errors. Finally, the type system supports
an easy attenuation of rights by just up-casting a reference,
without the need to manually code a membrane.

For safety and security reasons, we allow the VM to load
a component, only if the component’s code is well-typed.
According to Cardelli [13], this means that the code will not
exhibit any unchecked run-time errors (although controlled
exceptions are allowed). The main question in this context
is: when can we allow to assign a reference from a variable r
of type S to a variable r′ of type T , when at least one of these
types is a component interface type? The important restriction
here is that we must not allow r′ to gain more permissions
than r via down-casting.

Assume that there exists a method m that is optional in S,
but required in T . Table I shows that there are no security
concerns in this situation, since both S and T allow to call
m. However, since T asserts that the referenced object has
method m, we must check this condition at run-time when
assigning r to r′. We can assign r : S to r′ : T without a
run-time type check, if and only if
• there is no optional method in S that is requred in T ,
• each required method of T is also present in S,
• each method of S can be assigned to its corresponding

method in T without run-time check, i.e., all its argu-
ments and results can be assigned without check (this
avoids delayed type failures).

A different situation arises if there exists a method m that
is optional in T , but is not present in S. In this case, Table I
shows that T actually allows to call m (if the referenced object
o provides that method), while S does not. Thus, we actually
can assign r : S to r′ : T , if after this assignment r′ references
an object that does not provide m. We ensure this by using
a coercion semantics, where the result of the assignment is a
reference to a membrane for o that does not provide method
m. Vice versa, this means that we can assign r : S to r′ : T
without introducing a membrane, if and only if
• each method of T is also declared in S, and
• all methods of S can be assigned to the corresponding

method of T without a need for a membrane.
This type systems enables the construction of a secure VM,

which can decide at deployment time for which assignments
in a component’s code a run-time check is required and/or a
membrane must be introduced.

IV. COSMA

The Component Oriented Secure Machine Architecture
(COSMA) is a secure VM based on the outlined type system.
It comes with a specification for an object oriented byte code,
called Component Intermediate Language. The structure of
this byte code reflects that of a component: The entry point
for a component’s code always is its principal class, which
logically contains all other classes. Method implementations
are structured into basic blocks. Such a block is a sequence
of instructions and is the only admissible target of a branch
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instruction. Instructions do not allow direct access to the mem-
ory. Instead, they use typed operands to access abstract storage
locations. There is also no visible call stack, but a high-level
method call instruction, where lists of operands are passed for
arguments and results. This ensures that a malicious program
cannot forge references (e.g., by abusing an untyped stack),
which is the major requirement for a secure object-capability
system. Since the byte code does not contain any names except
the obligatory method names for component interfaces, it also
protects the component developer’s intellectual property rights.

We need a secured byte code, since secure high-level
languages “can still be attacked from below” [14]. In order
to prevent such attacks, we must use “computers on which
only capability-secure programs are allowed” [14]. Thus, new
programs can only be loaded into COSMA as components
represented in our byte code.

When a component is deployed into the VM, it is associated
with a new context that serves as a trust (or protection)
unit. Within this context, the component’s principal class
is instantiated, and a reference (capability) to this principal
object is returned and gets casted to the component’s published
interface. Initially, this reference is the only way to interact
with the component. When an object in a context X creates
another object, the new object also is associated with X . Thus,
a context comprises all objects that are (transitively) created by
the principal object of a loaded component. COSMA ensures
that references can point to objects in a different context, only
if they have a component interface type and thus are subject
to the security restrictions outlined in Section III. References
with “normal” class or interface types are also supported, but
can only point to objects in the local context. Thus, we do not
restrict the code’s expressiveness within a component.

During deployment, a component’s complete byte code is
checked for consistency, which includes type checking. Since
the byte code does not allow any untyped data accesses,
this can be done on a per-instruction basis, without a need
for a complex verification of instruction sequences, as it is
necessary, e.g., in Java byte-code [15]. Based on the type
information available in the component’s code, COSMA au-
tomatically generates the code for all required membranes,
relieving the programmer from this burden. At run-time,
membranes are automatically inserted via coercion semantics
when permissions are “casted away”. Thus security constraints
are enforced mainly statically, leaving only a few run-time
checks.

V. CONCLUSION AND FUTURE WORK

In this paper, we propose a new concept for the secure
cooperation of untrusted components. This involves a com-
ponent model, where each component declares its required
and granted permissions via a self-explanatory public inter-
face. This interface can then be used to connect it to other
components. Components are distributed in a secure byte code
with high-level instructions that preserves typing information,
but still protects intellectual property rights. The corresponding
VM implements a type system ensuring that a component

cannot gain more permissions than those explicitly mentioned
in its public interface. Type checking is done at deployment
time, with some additional run-time checks, where necessary.
Coercion semantics is used to automatically insert membranes.

At present we have a fully operational implementation of
the type system and the VM, as well as a compiler translating
a minimalistic language into our byte code. A formal specifi-
cation of the type system, including subtyping and coercion,
is also available, along with the semantics of the implemented
instructions and a formal proof that no instruction sequence
can amplify a component’s permissions.

In the current implementation all components are executed
by the same VM, thus, security of the connections is not an
issue. In the future, the model can be extended to distributed
systems using remote method invocation, provided that the
communication link between the VMs uses a secure protocol
ensuring authentication and integrity.

We are currently working on another compiler for a more
mature, Java-like programming language, that enables us to
execute more realistic programs. This will allow us to compare
our implementation to other approaches. Especially, we will
evaluate its performance against plain Java, so we can assess
the costs for the run-time checks and the indirection caused
by the use of membranes. Our long term goal is to provide
a complete programming system that can be used to develop
and deploy component-based software in an easy and secure
way.
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Abstract—In order to utilize multiple communication interfaces 

installed mobile terminals, Multipath Transmission Control 

Protocol (MPTCP) has been introduced recently.  It can 

establish an MPTCP connection that transmits data segments 

over the multiple interfaces, such as 4G and Wireless Local Area 

Network (WLAN), in parallel.  However, it is possible that some 

interfaces are connected to untrusted networks and that data 

transferred over them is observed in an unauthorized way.  In 

order to avoid this situation, we proposed a method to improve 

privacy against eavesdropping using the data dispersion by 

exploiting the multipath nature of MPTCP.  The proposed 

method takes an approach that, if an attacker cannot observe 

the data on every path, he cannot observe the traffic on any path.  

The fundamental techniques of this method is a per-byte data 

scrambling and path dispersion.  In this paper, we present the 

result of implementing the proposed method within the Linux 

operating system and its performance evaluation.   

Keywords- Multipath TCP; Eavesdropping; Data Dispersion; 

Data Scrambling.   

I. INTRODUCTION 

Recent mobile terminals are equipped with multiple 
interfaces.  For example, most smart phones have interfaces 
for 4G Long Term Evolution (LTE) and WLAN.  In the next 
generation (5G) network, it is studied that multiple 
communication paths provided multiple network operators are 
commonly involved [1].  In this case, mobile terminals will 
have more than two interfaces.   

However, the traditional TCP establishes a connection 
between a single IP address at one end, and so it cannot utilize 
multiple interfaces at the same time.  In order to cope with this 
issue, MPTCP [2] is being introduced in several operating 
systems, such as Linux, Apple OS/iOS [3] and Android [4].  
MPTCP is an extension of TCP.  Conventional TCP 
applications can use MPTCP as if they were working over 
traditional TCP and are provided with multiple byte streams 
through different interfaces.   

MPTCP is defined in three Request for Comments (RFC) 
documents by the Internet Engineering Task Force.  RFC 
6182 [5] outlines architecture guidelines.  RFC 6824 [6] 
presents the details of extensions to support multipath 
operation, including the maintenance of an MPTCP 
connection and subflows (TCP connections associated with an 
MPTCP connection), and the data transfer over an MPTCP 
connection.  RFC 6356 [7] presents a congestion control 
algorithm that couples the congestion control algorithms 
running on different subflows.   

When a mobile terminal uses multiple paths, some of them 
may be unsafe such that an attacker is able to observe data 
over them in an unauthorized way.  For example, a WLAN 
interface is connected to a public WLAN access point, data 
transferred over this WLAN may be disposed to other nodes 
connected to it.  One way to prevent the eavesdropping is the 
Transport Layer Security (TLS).  Although TLS can be 
applied to various applications including web access, e-mail, 
and ftp, however, it requires at least one end to maintain a 
public key certificate, and so it will not be used in some kind 
of communication, such as private server access and peer to 
peer communication.   

As an alternative scheme, we proposed a method to 
improve confidentiality against eavesdropping by exploiting 
the multipath nature of MPTCP [8][9].  Even if an unsafe 
WLAN path is used, another path may be safe, such as LTE 
supported by a trusted network operator.  So, the proposed 
method is based on an idea that, if an attacker cannot observe 
the data on every path, he cannot observe the traffic on any 
path [10].  In order to realize this idea, we adopted a byte based 
data scrambling for data segments sent over multiple subflows.  
This mixes up data to avoid its recognition through illegal 
monitoring over an unsafe path.  Although there are some 
proposals to use multiple TCP connections to protect 
eavesdropping [11]-[14], all of them depend on the encryption 
techniques.  The proposed method is dependent on the 
exclusive OR (XOR) calculation that is much lighter in terms 
of processing overhead.   

In this paper, we show the result of implementation of the 
proposed method and the result of performance evaluation.  
We adopted a kernel debugging mechanism in the Linux 
operating system so as to modify the Linux kernel as least as 
possible.  We conducted performance evaluation through 
Ethernet and WLAN using off-the-shelf PCs and access point.   

The rest of this paper is organized as follows.  Section II 
explains the details of the proposed method.  Section III shows 
how to implement the proposed method within the MPTCP 
software in the Linux operating system.  Section IV gives the 
results of the performance evaluation.  In the end, Section V 
concludes this paper.   

II. DETAILS OF PROPOSED METHOD 

Figure 1 shows the overview of the proposed method.  
When an application sends data, it is stored in the send socket 
buffer in the beginning.  The proposed method scrambles the 
data by calculating XOR of a byte with its preceding 64 bytes 
in the sending byte stream.  Then, the scrambled data is sent 
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through multiple subflows associated with the MPTCP 
connection.  Since some data segments are transmitted 
through trusted subflows, an attacker monitoring only a part 
of data segments cannot obtain all of sent data and so cannot 
descramble any of them.  When receiving data segments, they 
are reordered in the receive socket buffer by MPTCP.  The 
proposed method descrambles them in a byte-by-byte basis 
just before an application reads the received data.   

Figure 2 shows the details of data scrambling.  In order to 
realize this scrambling, the data scrambling module maintains 

the send scrambling buffer, whose length is 64 bytes.  It is a 
shift buffer and its initial value is HMAC of the key of this 
side, with higher bytes set to zero.  The key used here is one 
of the MPTCP parameters, exchanged in the first stage of 
MPTCP connection establishment.  When a data comes from 
an application, each byte (bi in the figure) is XORed with the 
result of XOR of all the bytes in the send scrambling buffer.  
The obtained byte (Bi) is the corresponding sending byte.  
After calculating the sending byte, the original byte (bi) is 
added to the send scramble buffer, forcing out the oldest 
(highest) byte from the buffer.  The send scrambling buffer 
holds recent 64 original bytes given from an application.  By 
using 64 byte buffer, the access to the original data is protected 
even if there are well-known byte patterns (up to 63 bytes) in 
application protocol data.   

Figure 3 shows the details of data descrambling, which is 
similar with data scrambling.  The data scrambling module 
also maintains the receive scramble buffer whose length is 64 
bytes.  Its initial value is HMAC of the key of the remote side.  
When an in-sequence data is stored in the receive socket 
buffer, a byte (Bi that is scrambled) is applied to XOR 
calculation with the XOR result of all the bytes in the receive 
scramble buffer.  The result is the descrambled byte (bi), 
which is added to the receive scramble buffer.   

By using the byte-wise scrambling and descrambling, the 
proposed method does not increase the length of exchanged 
data at all.  The separate send and receive control enables two 
way data exchanges to be handled independently.  Moreover 
the proposed method introduces only a few modification to 
the original MPTCP.   

III. IMPLEMENTATION 

A.  Use of Kernel Probes 

Since MPTCP is implemented inside the Linux operating 
system, the proposed method also needs to be realized by 
modifying operating system kernel.  However, modifying an 
operating system kernel is a hard task, and so we decided to 
use a debugging mechanism for the Linux kernel, called 
kernel probes [15].   

Among kernel probes methods, we use a way called 
"JProbe" [9].  JProbe is used to get access to a kernel function's 
arguments at runtime.  It introduces a JProbe handler with the 
same prototype as that of the function whose arguments are to 
be accessed.  When the probed function is executed, the 
control is first transferred to the user-defined JProbe handler.  
After the user-defined handler returns, the control is 
transferred to the original function [15].   

In order to make this mechanism work, a user needs to 
prepare the following;  

 registering the entry by struct jprobe and  
 defining the init and exit modules by functions 

register_jprobe() and unregister_jprobe 

()[16].     

In the Linux kernel, function tcp_sendmsg() is called 
when an application sends data to MPTPCP (actually TCP, 
too) [17].  As stated in Section II, the scrambling will be done 
at the beginning of this function.  So, we define a JProbe 
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untrusted 

path   

Receive socket 
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Data 
Descrambling
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Figure 1.  Overview of proposed method [8].   
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Figure 2.  Processing of data scrambling [8].   
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Figure 3.  Processing of data descrambling [8]. 
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handler for function tcp_sendmsg() for scrambling data 
to be transferred.   

In order for an application to read received data, it calls 

function tcp_recvmsg() in MPTCP.  In contrast to data 
scrambling, the descrambling procedure needs to be done at 
the end of this function.  So, we introduce a dummy kernel 
function and export its symbol just before the returning points 

of function tcp_recvmsg().  We then define a JProbe 
handler for descrambling in this dummy function.   

By adopting this approach, we can program and debug 
scrambling/descrambling independently of the Linux kernel 
itself.   

B. Modification of Linux opeating system 

We modified the source code of the Linux operating 
system in the following way.  We believe that this is a very 
slight modification that requires to us to rebuild the kernel 
only once.   

 Introduce a dummy function in tcp_recvmsg().   
As described above, we defined a dummy function named 

dummy_recvmsg().  It is defined in the source file 

“net/ipv4/tcp.c” as shown in Figure 4.  It is a function 

just returning and inserted before function tcp_recvmsg() 

releases the socket control.  The prototype declaration is done 

in the source file “include/net/tcp.h”.   
 Maintain control variables within socket data structure.  

In order to perform the scrambling/descrambling, the 
control variables, such as a scramble buffer, need to be 
installed within the Linux kernel.  The TCP software in the 
kernel uses a socket data structure to maintain internal control 
data on an individual TCP / MPTCP connection [17].  This is 
controlled by the following variable, as shown in Figure 4.   

struct tcp_sock *tp = tcp_sk(sk); 

This structure includes the MPTCP related parameters, such 
as keys and tokens.  The parameters are packed in an element 
given blow.   

struct mptcp_cb *mpcb; 

So, we added the control variables for data scrambling in this 
data structure.  Figure 5 shows the control variables.  The 
details of those variables are given in the following.   

 sScrBuf[64] and rScrBuf[64]: the send and 
receive scramble buffers, used as ring buffers.   

 sXor and rXor: the results of calculation of XOR for 
all the bytes in the send and receive scramble buffers.   

 sIndex and rIndex: the index of the last (newest) 

element in sScrBuf[64] and rScrBuf[64].   

 sNotFirst and rNotFirst: the flags indicating 
whether the scrambling and descrambling are invoked 
for the first time in the MPTCP connection, or not.   

C. Implementation of scrambling 

(1) Framework of JProbe handler 
Figure 6 shows the framework of JProbe hander defined 

for tcp_sendmsg().  Function jtcp_sendmsg() is a 
main body of the JProbe hander.  The arguments need to be 
exactly the same with the hooked kernel function 

tcp_sendmsg(), and it calls jprobe_return() just 

before its returning.  Data structure struct jprobe 

mptcp_jprobe specifies its details.   

Function mptcp_scramble_init() is the 
initialization function invoked when the relevant kernel 
module is inserted.  In the beginning, it confirm that the 
hander has the same prototype with the hooked function.  
Then it defines the entry point and registers the JProbe handler.  

Function mptcp_scramble_exit() is called when the 
relevant kernel module is removed.  It removes the entry point 
and unregisters the hander from the kernel.   

(2) Flowchart of data scrambling 
The data scrambling procedure is implemented in 

jtcp_sendmsg().  Figure 7 shows the flowchart for this 

 

Figure 4. Dummy function in tcp_recvmsg().   

 

Figure 5.  Control variables for data scrambling/descrambling.   

int tcp_recvmsg(struct sock *sk, struct msghdr *msg,

    size_t len, int nonblock,int flags, int *addr_len) {

  struct tcp_sock *tp = tcp_sk(sk);

  . . . . 

dummy_recvmsg(sk, msg, len, nonblack, flags, addr_len);

  release_sock(sk);

  return copied;

  . . . . 

} // dummy_recvmsg() inserted

EXPORT_SYMBOL(tcp_recvmsg);

void dummy_recvmsg(struct sock *sk, struct msghdr *msg,

     size_t len, int nonblock, int flags, int *addr_len)

{

  return;

} // Defining dummy_recvmsg()

EXPORT_SYMBOL(dummy_recvmsg);

struct mptcp_cb {

 . . . .
unsigned char sScrBuf[64], rScrBuf[64];

  unsigned char sXor, rXor;

  int sIndex, rIndex, sNotFirst, rNotFirst;

};

 

Figure 6.  JProbe hander definition for tcp_sendmsg().   

static const char procname[] =  mptcp_scramble 
int jtcp_sendmsg(struct sock *sk, struct msghdr *msg, 

       size_t size) {

  struct tcp_sock *tp = tcp_sk(sk);

  . . .

  jprobe_return();

  return 0;

} // (i) JProbe handler

static struct jprobe mptcp_jprobe = {

  .kp = {.symbol_name = "tcp_sendmsg",},

         .entry = jtcp_sendmsg,

}; // (ii) Register entry

static __init int mptcp_scramble_init(void) {

  int ret = -ENOMEM; 

  BUILD_BUG_ON(__same_type(tcp_sendmsg, jtcp_sendmsg) == 0);

  if(!proc_create(procname, S_IRUSR, init_net.proc_net, 0))

    return ret;

  ret = register_jprobe(&mptcp_jprobe);

  if (ret) {

    remove_proc_entry(procname, init_net.proc._net);

    retrun ret;

  }

  return 0;

}  // (iii) Init function

module_init(mptcp_scramble_init);

static __exit void mptcp_scramble_exit(void) {

  remove_proc_entry(procname, init_net.proc._net);

  unregister_jprobe(&mptcp_jprobe);

}  // (iv) Exit function

module_exit(mptcp_scramble_exit);

110Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-661-3

SECURWARE 2018 : The Twelfth International Conference on Emerging Security Information, Systems and Technologies

                         121 / 168



procedure.   When jtcp_sendmsg() is called, it is checked 
whether this function is invoked for the first time or not.  If it 
is the first invocation over a specific MPTCP connection, 

sScrBuf[] is initialized to the value of the local key 

maintained in the struct mptcp_cb structure.  Then, 

XOR of all the bytes in sScrBuf[] is calculated and saved 

in sXor, and  sIndex is set to 63.   

The argument containing data (msg) is a list of data blocks, 
and so individual blocks are handled sequentially.  For each 
data block, a byte-by-byte basis calculation is performed in 
the following way.  First, the XOR of the focused byte and 

sXor is saved in temporal variable x.  Then, sIndex is 
advanced by one under modulo 64.  Thirdly, the XOR of 

sXor, sScrBuf[sIndex] and the original byte are 
calculated and saved in sXor.  It should be noted that the value 

in sScrBuf[sIndex] at this stage is the oldest value in the 
send scramble buffer.  Fourthly, the original byte is stored in 

sScrBuf[sIndex],which means that the send scramble 
buffer is updated.  At last, the byte in the message block is 

replaced by the value of x.   

D. Implementation of descrambling 

The data descrambling is implemented similarly with 
scrambling.  We developed the JProbe handler for function 

dummy_recvmsg() in the same way with the approach 

given in Figure 6.  The flowchart of descrambling procedure 
is shown in Figure 8.  This is similar with the flowchart shown 
in Figure 7.  In the first part of the flowchart, it should be noted 

that rScrBuf[] is set to the remote key, which is the local 
key in the sender side.  In this case, the data block is a 
descrambled data.  Therefore, in the byte-by-byte basis part, 

the original value (x in the figure) is used to calculate rXor 

and is stored in rSrcBuf[rIndex].   

IV. EXPERIMENT 

We implemented the proposed method over the Linux 
operating system (Ubuntu 16.04 LTS).  We evaluated it in the 
experimental configuration shown in Figure 9.  Two 
Panasonic Let’s note PCs are used as a client and a server.  
The processor types are Intel UPU U1300 with 1.06GHz and 
Intel Pentium M with 1.50 GHz.  The client PC is connected 
with an access point (Buffalo Air Station G54) through 
WLAN and Ethernet.  On the other hand, the server PC is 
connected with the access point through Ethernet.  We used 
802.11g with 2.4 GHz as WLAN and 100base-T as Ethernet.  
The WLAN interface does not use any encryption.  We 
suppose that the Ethernet link is a trusted network and the 
WLAN link without any encryption is an untrusted network.  
A MacBook Air with macOS High Sierra is used as an 
attacker.  It runs Wireshark to capture packets sent over 
WLAN.   

 

Figure 7.  Flowchart of data scrambling.   

jtcp_sendmsg
    tcp_socket_struct: tp
    data_block: msg

tp->mpcb.
sNotFirst == 0 ?

Copy tp->mpcb.mptcp_local_key to tp->mpcb->sScrBuf.
Calculate XOR of sScrBuf[0] through [63] and substitute it for 

tp->mpcb.sXor.
Substitute 63 for tp->mpcb.sIndex.
Set tp->mpcb.sNotFirst to 1.

Yes

No

reach end of 
data_block ?

No

reach end of byte ?

No

Yes

Yes

end of jtcp_sendmsg

Remember XOR of a byte in msg and tp->mpcb.sXor in variable x.
Increment tp->mpcb.sIndex by one under modulo 64.
Substitute XOR of tp->mpcb.sXor, tp->mpcb.sScrBuf[tp->mpcb.sIndex] 

and the byte in msg, for tp->mpcb.sXor.
Save the byte in msg in tp->mpcb.sSrcBuf[tp->mpcb.sIndex].  
Substitute x for the byte in msg.
Focus on the next byte in msg.

 

Figure 8.  Flowchart of data descrambling.   

jdummy_recbmsg
    tcp_socket_struct: tp
    data_block: msg

tp->mpcb.
rNotFirst == 0 ?

Copy tp->mpcb.mptcp_remote_key to tp->mpcb->rScrBuf.
Calculate XOR of rScrBuf[0] through [63] and substitute it for 

tp->mpcb.rXor.
Substitute 63 for tp->mpcb.rIndex.
Set tp->mpcb.rNotFirst to 1.

Yes

No

reach end of 
data_block ?

No

reach end of byte ?

No

Yes

Yes

end of jtcp_sendmsg

Remember XOR of a byte in msg and tp->mpcb.rXor in variable x.
Increment tp->mpcb.rIndex by one under modulo 64.
Substitute XOR of tp->mpcb.rXor, tp->mpcb.rScrBuf[tp->mpcb.rIndex] 

and x, for tp->mpcb.rXor.
Save x in tp->mpcb.rSrcBuf[tp->mpcb.rIndex].  
Substitute x for the byte in msg.
Focus on the next byte in msg.
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The network setting is as follows. 
 Since the access point works as a bridge, the client and 

the server are connected to the same subnetwork, 
192.168.0.0/24.   

 The Ethernet and WLAN interfaces in the client are 
assigned with IP addresses 192.160.0.1 and 192.168.0.3, 
respectively.  The Ethernet interface in the server is 
assigned with IP address 192.168.0.2.  The ESSID of the 
WLAN is “MPTCP-AP.” 

 In order to use two interfaces at the client, the IP routing 
tables are set for individual interfaces, by use of the ip 
command in the following way (for the Ethernet 

interface enp4s1). 

 ip rule add from 192.168.0.1 table 

1 

 ip route add 192.168.0.0/24 dev 

enp4s1 scope link table 1 

 The JProbe handlers for jtcp_sendmsg() and 

jdummy_recvmsg() are built as kernel modules.  

They are inserted and removed using insmod and 

rmmod Linux commands without rebooting the system.   

 In the experiment, we used iperf for sending data from 
the client to the server, using Ethernet and WLAN.   

 In the attacker, the Wireshark network analyzer is 
invoked for monitoring a WLAN interface with the 
monitor mode set to effective.   

Figure 10 shows a result of the attacker’s monitoring of 
iperf communication over WLAN in the conventional 
communication.  In the iperf communication, an ASCII digit 
sequence “0123456789” is sent repeatedly.  If the attacker can 
monitor the WLAN, the content is disposed as shown in this 
figure.  Figure 11 shows a monitoring result by the attacker 
over the WLAN link when the data scrambling is performed.  
This figure shows the monitoring result for the first data 
segment over the WLAN link, which is the same with Figure 
10.  The original data is a repetition of “0123456789” but the 
data is scrambled in the result here.  So, it can be said that the 
attacker cannot understand the content, even the WLAN link 
is not encrypted.   

As for the throughput of iperf communication, we 
executed ten times evaluation runs.  The results are as follows.   
Without scrambling: 89.92 Mbps average, 1.19 Mbps STD. 
With scrambling: 86.04 Mbps average, 1.69 Mbps STD.   
Since the processor types used in the experiment are rather old, 
the processing of scrambling and descrambling provided some 
overhead.  But we believe that the throughput reduction is 
small.   

V. CONCLUSIONS 

This paper described the results of implementation and 
evaluation of a method to improve privacy against 
eavesdropping over MPTCP communications, which we 
proposed in the previous papers.  The proposed method here 
is based on the not-every-not-any protection principle, that is, 
if an attacker cannot observe the data over trusted path such 
as an LTE network, he cannot observe the traffic on any path.  
Specifically, the proposed method uses the byte oriented data 
scrambling and the data dispersion over multiple paths.   

In the implementation of the proposed method, we took an 
approach to avoid the modification of the Linux kernel as 
much as possible.  The modification is as follows.  The control 

 

Figure 9.  Experiment configuration.   

Client

Attacker

Hub/
Access point

Server

 

Figure 10.  Capturing result when no scrambling is performed.   
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parameters are inserted in the socket data structure, and the 

dummy function for the last part of tcp_recvmsg() 
function.  The main part of scrambling and descrambling is 
implemented by use of the kernel debugging routine called 
JProbe handler, which is independent of the kernel.   

Through the experiment, we confirmed that the data 
transferred over unencrypted WLAN link cannot be 
recognized when the data scrambling is performed.  As for the 
performance, the throughput of the scrambled communication 
is just a little smaller than the conventional communication 
exposed to unauthorized access.   
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Abstract—In the context of Industry 4.0, gathering sensor data
and using data analysis software can lead to actionable insights,
for example, enabling predictive maintenance. Since developing
these data analysis software requires some special expert knowl-
edge, often external data scientist are charged for that. However,
often the data to be analyzed is of vital importance and thus,
must not leave the company. Therefore, applications developed
and modeled as deployment models by third-parties have to
be enforced to be executed in the local company’s network.
However, manually adapting a lot of these deployment models
in order to meet the company’s requirements is cumbersome,
time consuming and error-prone. Furthermore, some kind of
enforcement mechanism is required to really ensure that these
data security and privacy requirements are fulfilled. Thus, in this
paper, we present an approach considering these issues during
the deployment time of the application. The presented approach
is based on the Topology and Orchestration Specification for
Cloud Applications (TOSCA), an OASIS standard enabling the
description of cloud applications as well as their deployment. The
approach enables the specification as well as the enforcement of
reoccurring and generic requirements and restrictions of TOSCA-
based declarative deployment models, without the need to adapt
or modify these deployment models. The practical feasibility
of the presented approach is validated by extending our open-
source prototype OpenTOSCA, which provides a modeling tool,
a TOSCA Runtime, as well as a self-service portal for TOSCA.

Keywords–Cloud Computing; Application Provisioning; Automa-
tion; TOSCA; Security.

I. INTRODUCTION

In the area of Internet of Things [1] and Industry 4.0 [2],
the gathering of sensor data can lead to actionable insights by
utilizing data analysis software, for instance, enabling predictive
maintenance of cyber-physical manufacturing systems. How-
ever, the development of such analysis software for analyzing
the gathered data requires special expert knowledge, for
example, about implementing machine learning algorithms [3].
But, since companies often do not have this kind of knowledge
and expertise for implementing such complex and domain-
specific analysis software by themselves, they typically charge
external data scientists to build the required software for them.
Unfortunately, because of data security and privacy reasons
as well as different company requirements and policies, often
the gathered data to be analyzed is of vital importance for the
company and must not leave the company and thus, can not be
provided to third-parties, as for example, the data scientists [4].
Therefore, data scientists have to provide their developed
software in a way, that enables the companies to automatically
install and configure the analysis software, required middleware,
and dependencies as well as to execute and link the software
with the sensor data in their local company’s infrastructure [5].

However, the data security and privacy requirements and
policies as well as infrastructure information can differ from
company to company or might be kept secretly as well.
Therefore, third-party companies and data scientists can not
always take these requirements and policies into account when
developing the analysis software and creating the deployment
models enabling the automated provisioning. Thus, the deploy-
ment models need to provide some configuration capabilities
in order to be easily adaptable to the local infrastructure and
environment of the respective company. Furthermore, with
modern applications consisting of complex and heterogeneous
components, it can become difficult to comply security require-
ments, especially when different deployment technologies are
used [6] [7]. However, the enforcement of the defined security
requirements needs to be ensured under all circumstances in
order to secure the data. Regardless of whether the deployment
model is created by a third-party company, an external data
scientist, or even internally. Therefore, some possibility to easily
specify such reoccurring requirements reflecting the company’s
policies as well as an automated enforcement mechanism are
required. However, in a way that separates the modeling of
requirements from the modeling of deployment models, since
this again is a complex task and requires expert knowledge.

In this paper, we tackle the aforementioned issues. We
present our concept of Deployment Enforcement Rules in
order to specify reusable requirements and restrictions for
TOSCA-based declarative deployment models. Furthermore,
our approach ensures the enforcement of these requirements
and restrictions during the provisioning of an application.
Our approach is based on the Topology and Orchestration
Specification for Cloud Applications (TOSCA), an OASIS
standard enabling the description of cloud applications as well
as their deployment [8]. By extending an existing deployment
technology, our approach enables the fully automated deploy-
ment of cloud and IoT applications, while enforcing security
requirements. Our approach is validated by a prototypical
implementation based on the OpenTOSCA Ecosystem [9] [10].

The remainder of this paper is structured as follows:
In Section II, the fundamental concepts of the standard TOSCA
are explained. TOSCA is used within our approach as a
cloud and IoT application modeling language. Afterward, in
Section III our approach is motivated by illustrating a TOSCA-
based Industry 4.0 scenario. In Section IV, our approach of
Deployment Enforcement Rules for declarative deployment
models based on TOSCA are explained. In Section V, our
approach is validated by presenting a prototypical implemen-
tation based on the OpenTOSCA Ecosystem. In Section VI,
an overview of related work is given. Finally, Section VII
concludes this paper and presents an outlook on future work.
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II. TOPOLOGY AND ORCHESTRATION SPECIFICATION
FOR CLOUD APPLICATIONS

Since our work is based on TOSCA, in this section, the
OASIS standard TOSCA is explained. The TOSCA standard
enables the automated deployment, as well as management of
cloud and IoT applications. In this section, we only briefly
describe the fundamental concepts of TOSCA required to
understand our presented approach. A detailed overview of
TOSCA can be found in the TOSCA Specifications [8] [11],
the TOSCA Primer [12] and an overview by Binz et al. [13].

A. Nodes, Relationships, Types, and Templates
Using TOSCA, the components of an application – software

components as well as infrastructure components – and their
relationships to each other can be described in a standardized
and portable manner. The modeled structure of an application is
defined by so-called Topology Templates. A Topology Template
is a directed graph and consists of nodes and directed edges.
The nodes represent the components of the application and are
called Node Templates. A Node Template could be, for example,
an Apache Tomcat, an Ubuntu virtual machine, or an OpenStack
hypervisor. The Node Templates are connected by the edges,
which are called Relationship Templates and specify the
relations between the Node Templates. A Relationship Template
could define, for example, a “hostedOn”, “dependsOn”, or
“connectsTo” relation between two Node Templates. Thus,
Relationship Templates are specifying the structure of an
application. In order to enable reusability, the semantics of
Node Templates and Relationship Templates are defined by
Node Types and Relationship Types. Node Types as well as
Relationship Types are reusable entities allowing to define
Properties, as well as Management Operations. A NodeType
“OpenStack”, for example, may have defined Properties for
specifying the URL required for accessing a running OpenStack
instance as well as credential information, such as a username
or a password. The Management Operations defined by a
Node Type can be bundled in interfaces and can be invoked in
order to manage the instances of this component. For example,
an “Apache Tomcat” Node Type may define a Management
Operation “install” in order to install the component itself as
well as a Management Operation “deployApplication” in order
to deploy an application on it. Furthermore, a cloud provider
or hypervisor Node Type typically provides Management
Operations in order to create virtual machines (“createVM”)
as well as to terminate virtual machines (“terminateVM”).

B. Implementation Artifacts and Deployment Artifacts
Two kinds of artifacts are defined by TOSCA: (i) Imple-

mentation Artifacts (IAs), as well as (ii) Deployment Artifacts
(DAs). The Management Operations defined by Node Types
are implemented by IAs. An IA itself can be implemented
using various technologies, for instance, as a Web Services
Description Language (WSDL)-based web service, a shell script,
or by using configuration management technologies, such as
Ansible [14] or Chef [15]. Generally, three kinds of IAs can
be distinguished, dependent on the way they are processed: (i)
IAs, that are copied to the target environment of the application
and are executed there, for example, shell scripts. (ii) IAs,
that are deployed and also executed in the TOSCA Runtime
environment (cf. Section II-E), for example, SOAP-based web
services. These IAs typically use remote access protocols, for

instance SSH or SFTP in order to manipulate components,
perform operations on it, and to transfer files on a virtual
machine for example. (iii) IAs, that are just referred within a
Topology Template, since the modeled component is already
running somewhere. Such IAs are, for example, a web service
API of a cloud provider or a hypervisor, such as OpenStack.

The TOSCA standard also defines so-called Deployment
Artifacts. In contrast to IAs, DAs implement the business
functionality of a Node Template. For example, the DA of a
PHP application node could be a *.ZIP file, which contains the
PHP files, images, and all other files required for provisioning
the PHP application. Another example of a DA would be a
*.WAR file, implementing the java web application of a node.
Deployment Artifacts are typed and may define additional
information, such as the location of the corresponding binary.

C. Management Plans
In order to create or terminate an instance of a modeled

TOSCA-based application or to automate the management,
so-called Management Plans are used. A Management Plan
defines all tasks as well as the order in which these tasks
need to be executed in order to fulfill a specific management
functionality, for example, to provision a new instance of the
modeled application. Therefore, the Management Operations
which are specified by Node Types and are implemented by
the corresponding Implementation Artifacts are invoked by
Management Plans. The TOSCA standard allows to use any
arbitrary process modeling language, but recommends to use
workflow languages such as the Business Process Execution
Language (BPEL) [16] or the Business Process Model and
Notation (BPMN) [17]. There is also a BPMN extension called
BPMN4TOSCA [18], [19], which is explicitly tailored for
describing TOSCA-based deployment and management plans.

D. Cloud Service Archives
The TOSCA specification also defines a portable as well

as self-contained packaging format, so-called Cloud Service
Archive (CSAR). A CSAR enables to package all aforemen-
tioned artifacts, templates, type definitions, plans, and all
other additionally required files together into one archive,
which technically is a .zip file. Therefore, a CSAR contains
everything required for enabling the automated provisioning and
management of the modeled application. Moreover, because of
the mentioned characteristics, CSARs also enable to easily share
and distribute such modeled TOSCA-based applications, for
example, between colleagues, project partners, or to customers.

E. TOSCA Runtimes
The processing and execution of CSARs is done by

standard-compliant TOSCA Runtimes. However, there are
two different approaches for provisioning a TOSCA-based
application: (i) declaratively as well as (ii) imperatively [20].
Therefore, there are also two types of TOSCA Runtimes. A
TOSCA Runtime can either process a Topology Template
(i) declaratively by interpreting and deriving the actions required
to provision the modeled application directly from the Topology
Template itself. In this case, no Management Plan is required.
Furthermore, a TOSCA Runtime can also process a TOSCA-
modeled application (ii) imperatively by using Management
Plans associated with a Topology Template, specifying which
Management Operations need to be executed in which order.
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III. MOTIVATING SCENARIO

In this section, a TOSCA-based motivation scenario is
described. This motivation scenario is used throughout the
entire paper for explaining and demonstrating our approach.
Figure 1 illustrates the motivation scenario as a TOSCA
Topology Template. The modeled application abstractly depicts
an exemplary Industry 4.0 scenario with a data analytics stack
on the left side (PredictionService) and the data to be analyzed
on the right side (MySQLDB) of the illustrated topology.

In Industry 4.0, for example, manufacturing data gathered
during the production process can be analyzed in order to
enable predictive maintenance of cyber-physical manufacturing
systems. The analytics stack in Figure 1 consists of an Apache
Flink Node Template, which is hosted on (specified by using a
“hostedOn” Relationship Template) an Ubuntu virtual machine
Node Template. The virtual machine is managed by the
hypervisor OpenStack, which should be operated locally in
the infrastructure of the company. In general, Apache Flink is
an analytics platform with batch as well as stream processing
capabilities enabling the integration, processing, and analyzing
of data sources, such as MySQL databases. In our motivation
scenario, the MySQL database used to store the generated
analysis data is also running on an Ubuntu virtual machine,
which is hosted on the same OpenStack instance as the
Prediction Service. Since, the Prediction Service needs to
establish a connection to the MySQL database in order to access
and analyze the data, both Node Templates are connected using
a “connectsTo” Relationship Template. Furthermore, required
credentials, for instance, the username (“DBMSUsername”) or
password (“DBMSPassword”) of the database are provided as
Properties. In oder to instantiate an Ubuntu virtual machine, the
OpenStack Node Template exposes Management Operations,
like for example “createVM”. Management Operations can
use Properties, predefined during the modeling time, as input
in order to customize the specification of a component, for
example, the amount of RAM or hard disk capacity in case
of a virtual machine. But also during the provisioning time,
the modeled application can still be customized. This can
be achieved by setting the value of any arbitrary Property to
“getInput()”. The values of such defined Properties are requested
when the provisioning is instantiated. The advantage of this is
that a parameterizable CSAR containing the Topology Template
and all other required files can be distributed among business
partner or customers. In Figure 1, for example, the username
(“HUsername”), the password (“HPassword”), as well as the
endpoint (“Endpoint”) are defined as “getInput()” in order
to enable the adaption of these Properties according to the
company’s respective infrastructure. Due to the fact, that the
data to be analyzed can contain business-critical information
that has to be protected and must not leave the company, the
OpenStack needs to be operated within the local environment
of the company. Therefore, in our scenario the credentials and
the endpoint of the local OpenStack are not predefined and
need to be provided during provisioning time of the application.

However, the enforcement of the local deployment needs to
be ensured under all circumstances in order to secure the data.
Regardless of whether the Properties are provided manually
when the provisioning of the application is instantiated or
are already predefined in the deployment model. Therefore,
some possibility to specify such requirements and restrictions
regarding the deployment model as well as an enforcement

File: PredictionService.py
[…]

(PredictionService)

Port: 80
[…]

(Flink1.2.0)

RAM: 8GB
IP: n/a
SSHCredentials: […]
[…]

(Ubuntu14.04VM)

HUsername: getInput()
HPassword: getInput()
Endpoint: getInput()
[…]

(OpenStack)

MySQLPort: 3306
DBMSUsername: MySQLAdmin
DBMSPassword: QJtW8UaMZ7
[…]

(MySQLDBMS5.7)

RAM: 8GB
IP: n/a
SSHCredentials: […]
[…]

(Ubuntu14.04VM)

= hostedOn = connectsTo

DBName: ProductionDB
Table: machinedata
[…]

(MySQLDB)

Rule:
Local only

Figure 1. Analytics functionality as well as the database containing the dataset
to be analyzed should be hosted on the local infrastructure of the company

due to data security and privacy requirements.

mechanism are required to achieve that. Of course, besides the
requirement to restrict the physical location of the provisioning
of the application, other requirements are imaginable as well.
For example, a requirement specifying that some components
are only allowed to be hosted on specific operating systems,
because they might provide some special security features.
Using TOSCA, it is possible to specify such non-functional
requirements, for example, by defining corresponding Policy
Types and Policy Templates. However, they need to be modeled
directly within the Topology Template and are attached to
Node Templates for which the policy needs to be fulfilled.
Therefore, in order to meet the respective requirements, for
every CSAR the Topology Model respectively the TOSCA
definition files must be adapted according to the company’s
business requirements and policies. However, manually adapting
a lot of CSARs in order to meet the same requirements is
cumbersome, time consuming and error-prone. Therefore, an
alternative option enabling the easily specification as well as
enforcement of these reoccurring and generic requirements is
required. The defined requirements should be appendable to
a CSAR without adapting TOSCA definition files, but just by
adding additional files defining the requirements. Also, besides
Whitelisting Rules, defining what is allowed, also Blacklisting
Rules, defining what is forbidden should be supported. In the
following section we explain our idea of generic and reusable
Deployment Enforcement Rules tackling these issues in detail.
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File: PredictionService.py
[…]

ID: PredictionService
(PythonApp)

Port: 80
[…]

ID: Flink
(Flink1.2.0)

RAM: 8GB
IP: n/a
SSHCredentials: […]
[…]

ID: UbuntuVM1
(Ubuntu14.04VM)

HUsername: getInput()
HPassword: getInput()
Endpoint: getInput()
[…]

ID: Hypervisor
(OpenStack)

MySQLPort: 3306
DBMSUsername: MySQLAdmin
DBMSPassword: QJtW8UaMZ7
[…]

ID: DBMS
(MySQLDBMS5.7)

RAM: 8GB
IP: n/a
SSHCredentials: […]
[…]

ID: UbuntuVM2
(Ubuntu14.04VM)

DBName: ProductionDB
Table: machinedata
[…]

ID: ProductionDataDB
(MySQLDB)

Declarative Deployment Model Deployment Enforcement Rules

ID: *

(PythonApp)

Endpoint: os-company.com
[…]

ID: *

(OpenStack)

ID: *

(MySQLDB)

ID: *

(Ubuntu14.04VM)

hostedOn* hostedOn*

Whitelisting Rule Whitelisting Rule

Figure 2. Concept of Deployment Enforcement Rules for defining requirements for declarative deployment models that have to be fulfilled to deployment time.

IV. DEPLOYMENT ENFORCEMENT RULES

In this section, our approach of Deployment Enforcement
Rules for specifying requirements regarding the deployment
model are explained. First, an overall presentation of the
Deployment Enforcement Rules concept is given, following the
TOSCA-based motivation scenario described in the previous
section. After that, the full potential of the approach is shown by
combining Whitelisting Rules together with Blacklisting Rules
in order to define more complex requirements and restrictions.

The main goal of our Deployment Enforcement Rules
approach is to enable the creation of generic and reusable rules
for automatically ensuring the fulfillment of specified require-
ments and restrictions regarding the deployment model of an
application. For example, requirements restricting the physical
location where an application is allowed to be provisioned or
requirements restricting that just specific operating systems
are allowed to be used or are forbidden. Furthermore, the
Deployment Enforcement Rules should be specified separately
from the deployment models in order to be easily appendable to
the existing deployment model, but without the need to adapt or
modify the respective deployment models. Thus, no expertise
about the deployment model, the contained components, or the
used deployment technologies are required in order to make
the deployment models compliant to the company’s security
policies. Only the requirements and restrictions that should be
taken into account when provisioning the modeled application
must be known for defining the Deployment Enforcement Rules.
Once defined, these rules can be reused over and over again.

A. Overview of the Approach

The concept of our approach is illustrated in Figure 2,
following the motivation scenario introduced in Section III. On
the left side of the figure, the declarative deployment model
for provisioning the analysis software as well as the database
containing the data to be analyzed is shown. The deployment
model is the same as already described in the previous section,
however now also providing the IDs of the components, such
as “Hypervisor” or “UbuntuVM1”. The Node Types are defined
within the brackets, e.g., “OpenStack” or “Ubuntu14.04VM”.
On the right side of the figure, two exemplary Deployment
Enforcement Rules are illustrated. Since both rules explicitly
are defining what is allowed instead of what is forbidden, both
shown rules are Whitelisting Rules. In the shown example, the
left rule defines, that a component of the type “PythonApp”
is only allowed to be installed on a virtual machine running
Ubuntu 14.04., because this might be the stablest and securest
Ubuntu version available. The rule on the right side defines, that
a MySQL database must be hosted on an OpenStack instance
running on the specified “Endpoint” os-company.com, because
this is the endpoint where the company’s local OpenStack
instance is running. Therefore, the database containing the data
can only be hosted within the company’s local infrastructure and
thus, the data is not leaving the company’s sovereignty. In both
rules, the ID of the components is not defined, which means
that in these cases only the Node Types are taken into account
for deciding if the rules are fulfilled or not, independently of
the ID of the specific Node Template in the deployment model.
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Rules Repository
Deployment Model 

Repository

Deployment Engine

Rules Checker

Company‘s Local Environment

Company‘s Policy & 
Security Expert

Data Scientist / 
Deployment Expert

creates
Deployment Models

creates and maintains
Deployment Rules

Figure 3. Overview of the Deployment Enforcement Rules approach, showing involved roles, models, and components.

Both Deployment Enforcement Rules shown in Figure 2
are defined using a transitive relation (“hostedOn*”). Since the
middleware, dependencies, and other required components are
not necessarily important for the fulfillment of security require-
ments, using the transitive relation enables to only specify the
relevant components in order to define the Deployment Rules.
Regarding the deployment model shown in Figure 2, after
matching the “MySQLDB” node in the Deployment Enforce-
ment Rule with the “ProductionDataDB” in the deployment
model, the “hostedOn” relations in the deployment model are
traced downwards the modeled stack until the “OpenStack”
node is found – or no further “hostedOn” relation can be
found. When the “OpenStack” node is found, it is checked
whether the value of the “Endpoint” property defined in the
Deployment Enforcement Rule is matching the actual value of
the “Endpoint” property in the deployment model or not. Since
properties can already be predefined in the deployment model
(cf. “MySQLPort” in node “DBMS” of Figure 2) or are only
provided when the provisioning is instantiated (cf. “Endpoint” in
node “Hypervisor” of Figure 2), the rules need to be checked for
fulfilling to deployment time, thus, they are called Deployment
Enforcement Rules. To sum up, the use of transitive relations
enable to specify only the components relevant for a specific
Deployment Enforcement Rule and therefore, ease the creation
of Deployment Enforcement Rules as well as increase the
reusability of already existing Deployment Enforcement Rules.

The involved roles, models, and components of the approach
are shown in Figure 3. On the left side, a possibly external
data scientist or deployment expert is shown. This person is
responsible for implementing the application and creating the
deployment model. Possessed deployment models can be stored
within the company’s local environment using the Deployment
Model Repository. On the right side a company’s internal policy
and security expert is shown, which is responsible for creating
and maintaining the Deployment Enforcement Rules according
to the company’s polices and restrictions. Again, the created
rules can be persistently stored in a local Rules Repository.
Deployment models and Deployment Enforcement Rules are
combined beforehand the deployment in order to ensure the
enforcement of the security policies of the company. Therefore,
the Deployment Engine contains a Rules Checker for checking
if the specified Deployment Enforcement Rules are fulfilled.

B. Further Examples, Blacklisting Rules, and Inheritance

In this subsection two more exemplary Deployment En-
forcement Rules are presented. While on the left side of
Figure 4 another Whitelisting Rule is illustrated, on the right
side a Blacklisting Rule is shown. Furthermore, the support of
inheritance for Deployment Enforcement Rules is demonstrated.

Region: EU
[…]

ID: *

(AWSEC2)

ID: *

(Application)

hostedOn*

Whitelisting Rule

Endpoint: os-company.com/pub
[…]

ID: *

(OpenStack)

ID: *

(Database)

hostedOn*

Blacklisting Rule

Figure 4. Exemplary Whitelisting Rule and Blacklisting Rule.

The Whitelisting Rule restricts the deployment of appli-
cations in a way that they are only allowed to be hosted on
an AWS EC2 instance operated in the EU region. The rule
also shows the usage of inheritance in order to create generic
and reusable rules. Here, the “Application” Node Type is used,
which can be seen as a super type for any other application
component, such as the “PythonApp” from Figure 2. Thus, the
approach enables to create very generic rules as well as highly
unique rules, for example, by defining the specific Node Type as
well as providing the ID of the component to be checked. The
Blacklisting Rule on the right side forbids that any database is
hosted on the OpenStack instance running on the “Endpoint” os-
company.com/pub, since this might be an OpenStack instance
accessible from outside the company’s infrastructure and thus,
the data would not be secure there. As shown in this subsection,
depending on the concrete requirement, our approach enables
to define and use Whitelisting as well as Blacklisting Rules.
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V. VALIDATION & PROTOTYPE

In this section, we present our implemented prototype sup-
porting the modeling and enforcing of Deployment Enforcement
Rules. The prototype validates the practical feasibility of our
proposed approach presented in the previous section. While
in the first subsection, the general architecture as well as the
components of the prototype are introduced, in the second
subsection details of the concrete implementation are presented.

A. System Architecture
A conceptual architecture of our prototype is illustrated in

Figure 5. The prototype consists of four main components: (i)
the modeling tool, (ii) the repository, (iii) the self-service portal,
and (iv) the deployment engine. By using the modeling tool, a
user can graphically create and maintain deployment models
as well as required reusable elements, such as relations and
component types. Furthermore, the modeling tool also enables
to define and maintain Deployment Enforcement Rules. The
modeling tool is connected with the repository. In the repository,
the created deployment models, relations, component types,
as well as Deployment Enforcement Rules can be persistently
stored. The self-service portal is used to chose an available
deployment model of an application and to instantiate the
deployment of it. Therefore, the self-service portal has access
to the repository. Furthermore, not yet specified property values
(cf. Section III) can be provided here. The deployment engine
consumes deployment models in order to deploy the defined
applications. Moreover, the deployment engine contains the
rules checker component, which is responsible for checking
whether the Deployment Enforcement Rules are fulfilled for
the processed deployment models during the deployment time.

Deployment Engine

Rules Checker

Modeling Tool

Self-Service Portal

Repository

Figure 5. Architectural overview of the prototype.

B. Prototypical Implementation
Our prototype is based on the OpenTOSCA Ecosystem

and extends the OpenTOSCA Container [9] component. Open-
TOSCA is a standards-based TOSCA Runtime Environment,
consisting of three main components: (i) Winery [10], (ii)
Vinothek [21], and (iii) OpenTOSCA Container. Winery is
a graphical tool for modeling and managing TOSCA Topology
Templates as well as Node Types, Relationship Types and so
on. Furthermore, Winery enables to package the topology as
well as all required files into a CSAR and export it. Technically,
Winery is implemented using Java 1.8 and is available as Web

Application Archive (WAR). From an architectural perspective,
Winery is split into two components: (i) Topology Modeler,
the graphical front end for modeling the topologies and (ii)
Winery Repository, which is the back end of Winery and
enables the persistently storing of all files. Furthermore, since
the same elements of the TOSCA standard are required for
modeling Deployment Enforcement Rules as for modeling
TOSCA Topology Templates, such as Node Template and
Relationship Templates, Winery can also be used to model,
store, as well as to export Deployment Enforcement Rules.

OpenTOSCA Container is the deployment engine of our
prototype. It processes the exported CSARs from Winery,
interprets the contained TOSCA deployment models, deploys
Implementation Artifacts as well as Management Plans, and
provisions the modeled application. In order to validate the
practical feasibility of our proposed approach, we imple-
mented the Rules Checker as an additional component of
the OpenTOSCA Container. The Rules Checker component
is responsible for checking if the Deployment Enforcement
Rules presented in this paper are fulfilled or not. Therefore,
the nodes, relations, properties, as well as the overall structure
of the specified Deployment Enforcement Rules are checked
against the Topology Template that should be provisioned. If the
Deployment Enforcement Rules are fulfilled, the deployment
of the modeled application can be continued. However, if the
Deployment Enforcement Rules are unfulfilled, e.g., due to not
matching endpoint properties in case of a Whitelisting Rule, the
deployment is terminated and a corresponding error message
is displayed. Afterwards, in case of not matching properties,
these properties breaking the rules can be adapted in order
to fulfill the rules and the deployment can be initiated again.
Technically, the OpenTOSCA container as well as the Rules
Checker component are implemented using Java 1.8 and are
based on the OSGi Framework Equinox [22], a Java-based
runtime environment enabling to build modular applications.

Vinothek is a self-service portal, providing a graphical user
interface for enabling the end user to choose an available
application and start the provisioning of it. If information are
missing, such as required endpoint properties, a username, or
a password, the user initiating the provisioning can insert this
missing information here. Vinothek is also implemented using
Java Server Pages (JSPs) and packaged as a WAR and thus,
can be easily deployed on a web container such as Tomcat.

To sum up, we implemented our concepts within the Open-
TOSCA Ecosystem, which already was able to process TOSCA
Topology Templates and provision the modeled applications.
In this work, we further extended the prototype by adding the
additional Rules Checker component to also support the provi-
sioning under consideration of security-related requirements and
restrictions by supporting Deployment Enforcement Rules. All
three mentioned OpenTOSCA components are open-source and
can be obtained from GitHub (https://github.com/OpenTOSCA).

VI. RELATED WORK

In this section, we present related work on our approach
of enforcing company defined data security and privacy
requirements during the deployment time of an application.

Walraven et al. [23] present PaaSHopper, which is a policy-
driven middleware platform for developing and deploying
multi-tenant SaaS applications in multi-PaaS environments.
Based on the current context of stakeholder defined properties
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the middleware decides, on which parts in a multi-cloud a
given request is processed or data will be stored. To achieve
policy-awareness, PaasHopper middleware includes a policy-
driven execution layer consisting of the two main components,
the Dispatcher and the Policy Engine. Driven by the current
context of defined policies, the Dispatcher selects an adequate
component in a multi-cloud on which a request is processed
or data will be stored. To do so, the dispatcher uses the
Policy Engine to select a component instance that complies
with the current context of policies. Contrary to our approach,
modeling and enforcing data security and privacy requirements
are restricted to applications that are deployed on PaaS solutions.
Moreover, the restrictions that can be defined are limited to
processing and storage of data, whereas our approach enables
the specification of various requirements and restrictions.

Képes et al. [24] present an approach of enforcing specified
non-functional security requirements during the provisioning
phase of applications. For example, access restrictions or secure
password requirements. These requirements are specified in
form of policies that are attached to the Node Templates of
a TOSCA Topology Template. Subsequent a Policy-Aware
Provisioning Plan Generator transforms a given template into
an executable policy-aware provisioning plan. In order to
provide the required technical activities for the policy-aware
provisioning, the Plan Generator provides a plugin system
for implementing reusable policy aware-deployment logic.
In difference to our loosely coupled deployment rules, their
generated policy-aware provisioning plans are tightly coupled
with the TOSCA Topology Templates they are generated from.

A similar approach to define non-functional security restric-
tions is presented by Blehm et al [25]. They also define security
restrictions by means of policies attached to TOSCA Topology
Templates. In addition they implemented policy specific services
to ensure that the security restrictions are adhered. Again, the
main difference to our approach is that the non-functional
requirements are not separated from the deployment model but
are directly attached to it. Thus, the deployment models need
to be manually adapted to meet the company‘s requirements.

Waizenegger et al. [26] present the IA-Approach and the
P-Approach to implement TOSCA-based security policy en-
forcement. The IA-Approach extends IAs by implementing the
already existing Management Operations again with additional
policy enforcing steps. The P-Approach extends the Plan
required for provisioning the application with additional policy
enforcing activities. Unlike to our approach, in their approach
the policy enforcing elements are not separated from the
deployment model but are directly attached to IAs or Plans.

Fischer et al. [27] present an approach to ensure compliance
of application deployment models during their design time on
the basis of the TOSCA standard. Similar to our approach,
they aim to separate concerns about the knowledge base of a
company’s compliance requirements and the technical expertise
of modeling applications, so that compliance experts can define
compliance rules that can then be used to ensure compliance
in deployment models. To achieve this, they introduce the
concept of Deployment Compliance Rules which provide
a means to ensure that deployment structures are conform
with a company’s compliance requirements. A deployment
compliance rule consists of an Identifier graph to identify a
compliance-relevant area in application deployment models and
a Required Structure graph to define the allowed structure for

the given compliance-relevant area. Unlike to our approach, the
compliance checking of the deployment model is done during
their design time. Moreover, Deployment Compliance Rules
only allow to model allowed deployment structures and do
not provide a means to define structures that are explicitly not
allowed in a deployment model. Furthermore, the concept of
transitive relations to ensure high reusability as well as faster
modeling of the rules is not supported in their approach.

There are different approaches to specify and enforce
certain requirements and restrictions in business process models.
Fellmann and Zasada [28] conduct a literature review to provide
an overview of the state-of-the-art approaches for mapping a
company’s compliance rules to business process models. Koetter
et al. [29] present the concept of a Compliance Descriptor
that links laws, regulations, and company intern restrictions
to their technical implementation. Thereby, a Compliance
Descriptor provides a means to consider the phases design-
time, deployment and run-time of a business process life cycle.
Depending on the phase different technologies are used for
the technical implementation of the compliance requirements.
Linear temporal logic (LTL) is used for design-time rules,
TOSCA for requirements during the deployment phase and
ProGoalML for run-time monitoring. Schleicher et al. [30]
introduce the concept of Compliance Domains which can be
used to model data restrictions for runtime infrastructures, such
as different types of cloud environments or local data centers.
In their approach, areas of business processes, modeled in
Business Process Model and Notation (BPMN), can be marked
by compliance experts with Compliance Domains that contain
certain service level agreements and compliance rules that needs
to be met. Based on this information, a graphical business
process modeling tool can enforce the defined requirements
during design time and notify the modeler if a selected runtime
environment or data that enters a compliance domain violates
them. For the most part, their work focuses on the restriction of
data flows on the level of business process models, while our
approach provides a method for enforcing security and privacy
requirements on the level of declarative deployment models.

VII. CONCLUSION AND FUTURE WORK

In this paper, we presented our approach of Deployment
Enforcement Rules enabling the specification as well as the
automated enforcement of reoccurring requirements and restric-
tions of declarative deployment models. For demonstrating
the approach we used the OASIS standard Topology and
Orchestration Specification for Cloud Applications (TOSCA).
The approach allows to specify the Deployment Enforcement
Rules separately from the deployment models and without the
need to adapt or modify any deployment model at all. We
showed, that by using transitive relations, only the relevant
components need to be specified within a rule, which results
in a high reuseability of the Deployment Enforcement Rules.
Furthermore, we showed that the approach enables to define
Whitelisting Rules, which specify what is allowed as well as
Blacklisting Rules, which specify what is forbidden. Thus,
depending on the requirements and circumstances the rules
can be used very flexible. A validation of our approach is
provided by a prototypical TOSCA-based implementation. In
the future, we plan to extend our Deployment Enforcement
Rules approach by also taking other TOSCA-elements into
account, e.g., Deployment Artifacts attached to Node Templates.
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Abstract—Botnets have always been a formidable cyber
security threat. Internet of Things (IoT) has become an
important technique and the number of internet-connected
smart devices has been increasing by more than 15% every
year. It is for this reason that botnets are growing rapidly.
Although the antivirus on Personal Computer (PC) has being
applied for a long time, the threats from the botnets still cannot
be eliminated. Smart devices and IOT are still in their initial
stages, hence there are uncertainties about the security issues.
In the foreseeable future, more devices will become victims of
botnets. In this paper, we propose a system for detecting
potential botnets by analyzing their flows on the Internet. The
system classifies similar flow traffic into groups, and then
extracts the behavior patterns of each group for machine
learning. The system not only can analyze P2P botnets, but
also extracts the patterns to application layer and can analyze
botnets using HTTP protocols.

Keywords- botnet; machine learning; feature selection; J48.

I. INTRODUCTION

Victims of botnets, along with smart devices, have grown
substantially in number. According to IoT Online Store [1],
there are 22.9 billion devices around the globe being
connected to the Internet and being used for multiple
purposes. The number of smart devices is estimated to be
more than 50 billion by 2020. However, smart devices, such
as PC, smart phones and other devices are not as safe as we
think. They could be infected by malicious software without
any abnormal symptoms until they are needed to act as bots.
The bots are controlled by a botmaster through Command
and Control (C&C) channels using different kinds of
communication protocols.

Over the last decade, a lot of research has been done on
the detection of different bot families. Most of the research is
based on machine learning, of which the performance mainly
depends on the features selected for the classifier. Therefore,
selecting proper features for the classification model is
important. However, there is a trade-off between achieving
high detection accuracy and spending huge computation time
on constructing a large classification model. On one hand,
using all features to build a classification model leads to a
significant overhead. On the other hand, using improper or
too few features may cause the accuracy rate to decrease.

Motivation. As the number of botnet attacks has been
increasing [2], it is very difficult to find devices without any
vulnerability, not to mention the fact that common users do

not patch their devices on time. Hence, there is a need for a
botnet detection system to verify if the botnets are within the
devices.

Our Contribution. We develop a system that can classify
the botnets’ flow by using machine learning. Users can input
the pcap file and automatically generate the report. For the
classification model of each botnet family, we select the
appropriate sets of features.

In this paper, Section II describes different kinds of
botnets and the machine learning technique we apply to
detect botnets. In Section III, we discuss several ways to
detect botnet. In Sections IV and V, we explain our
framework and implementation in detail. Section VI shows
the evaluation of our work. Conclusions are given in the last
section.

II. BACKGROUND

A. Botnet

The word botnet is a combination of the words robot and
network. A botnet consists of a botmaster, bots and usually
a C&C server. Botnets can be used to perform various kinds
of attacks, e.g., to launch a Distributed Denial of Service
Attack (DDoS), to steal data, to send spam, and to function
as a backdoor.

Client-Server Botnet. Botnets were originally
constructed and operated using a Client-Server model. The
infected clients connect to an infected server awaiting
commands from the botmaster. Once the botmaster sends
commands to the infected server, each client retrieves and
executes those commands and reports back their results of
actions to the infected server.

P2P Botnet. The problem with client-server botnets is
the single point of failure. Therefore, to avoid this issue,
new botnets fully operate over Peer-to-Peer (P2P) networks,
where each peer acts simultaneously both as a client and as
a server. Despite this kind of structure, which operates
without a centralized point that makes it hard to be blocked
by IP address, botnets are still blockable by ports.
Therefore, a combination of HTTP and P2P botnet is used,
called HTTP2P botnet, which uses HTTP as the
communication protocol and often employs port 80, a
method that makes it impossible to be blocked by ports.

Internet of Things with Botnet. With the booming of
IoT and promotion of IPv6, there is an increase in the
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number of Internet-Connected devices. In [3], Y.Feng gives
botnets a lots of potential bots to infect, which could result in
large scale botnets. Also, the P2P network topology is more
sophisticated which makes it easier for botmasters to hide
and larger attacks might happen.

B. Machine Learning

There are three major classifications of machine learning
algorithm: supervised, unsupervised and semi-supervised.
Waikato Environment for Knowledge Analysis (WEKA) [6],
which was developed by University of Wakato in New
Zealand, is a Java language tool with a collection of machine
learning algorithms for data mining.

Flow-Based. Open Systems Interconnection (OSI)
model [4] defined network architecture into seven layers,
with different protocols. The network layer uses protocols
like Internet Protocol (IP) [4], Internet Control Message
Protocol (ICMP) [4], Internet Group Management Protocol
(IGMP) [4] and Internetwork Packet Exchange (IPX) [4].
The transport layer’s protocols are TCP, UDP, and svice
port addressing. A flow is a network connection with five
properties: Source IP, Destination IP, Source Port,
Destination Port and Protocol.

As a classifier, we use the J48 Decision Tree [5]. In
classification, a classifier uses features to build up a model
and classifies the inputs into groups in accordance with their
respective features. Among the various classifiers, the
decision tree classifier [5], which as the name implies is
built in a tree shape, serves as one of the major algorithms.
Features of the input data go through the nodes, which are
rules of the tree, when fitted, until they reach the leaves of
the tree, where the classification is done. While being an
open source, J48 is implemented by JAVA based on C4.5
decision tree algorithm.

C4.5 Algorithm [6]. We employ the C4.5 algorithm,
developed by Ross Quinlan, to generate a decision tree for
the purpose of classification. It became popular after being
ranked No.1 in a paper entitled “Top 10 Algorithms in Data
Mining” published by Springer Lecture Notes in Computer
Science (LNCS) in 2008 [1]. C4.5, which is written based
on the Iterative Dichotomiser 3 (ID3) algorithm, uses a
training data sets to build a decision tree in a similar way as
ID3, except C4.5 utilizes the concept of gain ratio to
overcome the problem of biased information entropy. The
attribute of the maximum gain ratio is selected as the node
to split the tree. The detailed process is explained below.

Feature Selection. The purpose of feature selection is to
reduce the number of features. This reduces the training
time of the learning model and helps with over-fitting
problems. We use Consistency Subset Evaluation as our
features selection algorithm. It is a greedy algorithm, which
will try 77*(total number of features)5, each time randomly
choosing a subset from the total feature set, then calculating
the inconsistency. Finally, result will be one set of features
with the smallest inconsistency [8].

III. RELATED WORK

The authors of [9] utilize the flow-based features of
existing botnets and select 21 features from 16 botnet
families for machine learning. The outcome of the average
detection rate is 75%. Q. Yan et al. [10] present a system
named PeerClean that detects P2P botnets in real time only
by using features extracted from higher layer of OSI network
model in the C&C network flow traffic. T. Cai and F. Zou
[11] present some features of HTTP Botnet and design a new
method for detection. In [12], F. V. Alejandre detects botnets
with machine learning algorithms and use genetic method to
select features of botnets.

IV. SYSTEM ARCHITECTURE AND DESIGN

A. Goals

We propose a system to analyze and predict botnets’
behavior by using machine learning tools: WEKA.
Furthermore, we hope to provide a system that is feasible,
expansible and user-friendly, easy to implement for system
managers.

B. System Framework

Figure 1 shows the overall system flow, which consists
of five parts, namely, “Input Pcap file”, “Preprocess”,
“Machine learning”, “Trained Model” and “Report”.

1. Record the network flow and save it into pcap
format, in this step we can use some tools (e.g.,
wireshark) to record packet over the network
interface. Then input it to the preprocess program.

2. The preprocess program accepts the pcap file then
process it into features described in section 4.3.
The outcome result of each pcap file will be two
arff format files. Then input them into machine
learning tools (e.g., WEKA).

3. Supply training sets and test sets and use selected
features to build a well performed model.

4. Input a Well-trained model to predict the files from
process (B).

5. The output prediction from process (D) along with
other model’s result then form a prediction report.

Figure. 1. System Flow
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C. Features

There are many flow-based features, from which our
system selects some. In this section, we will describe some
features output from our system.

 Source and Destination port: This is a feature that is
often used in detection of botnet traffic, especially
port 80 for HTTP and port 443 for HTTPS. These
two ports are often used by normal users. Therefore,
it is likely that HTTP-based botnets hide their traffic
inside.

 Protocol: these features are often used in classifying
different traffic. It would look strange when some
seldom used protocols appeared in traffic. For
example, botnets using UDP protocol will stand out
in the network traffic because normal users do not
use UDP protocol to communicate. Instead, they
often use HTTP or HTTPS, which are using TCP in
the transport layer.

 Duration: It means the total time of the connection
from beginning to the end. It has been used a lot in
detecting potential botnets. It may vary depending
on different kind of botnets, but certain types of
botnets are known to be chatty. This feature may be
useful for some types of botnets.

 First packet length (FPS): First packet length is the
length of first packet transferred in the connection, in
some situations is similar to duration feature. First
packet transferred in the flow reveals some
characteristics, which may be useful in detecting
specific botnets.

 Flow size features

─ Total number of bytes (TBT) is the total number of
bytes transferred and received in the flow. This
feature is used to get similarities out of botnet
traffic, such as fixed length commands.

─ Average payload packet length (APL) is the average
payload of all packet in the flow. This feature is
used to get similarities out of botnet traffic.

─ Total number of packets with the same length over
the total number of packets (DPL) is the number of
same size packets in the flow. This feature is used to
get similarities out of botnet traffic.

─ Standard deviation of payload packet length (PV) is
the standard deviation of every packets’ payload in
the flow. This feature is used to get similarities out
of botnet traffic.

The reason for using these features is based on the
assumption that the traffic generated by bots is more uniform
than traffic generated by normal users. For instance, if
botnets use fixed length commands, using these features to
detect them is more feasible.

 Ratio between the number of incoming packets over
the number of outgoing packets (IOPR): Many
studies suggest that there should be some difference
between the input and output traffic for different

kind of protocols. Although there is no evidence
indicating any relation between the feature and
botnet behavior, this feature still gives ratio between
incoming and outgoing traffic for detection of some
potential botnet behavior.

 Packet exchange: There is an assumption that
botmaster needs to manage all bots, so to keep their
connections alive communicating with each bot is
necessary. Number of packets exchanged might be
useful to identify this behavior.

 Reconnect: In botnet detection, it is common to
analyze communication and other features with
accurate captured flows. Hence, a simple strategy to
prevent detection is by randomly reconnecting as an
established connection. Therefore, this feature can be
controlled by setting up a specific time window to
detect reconnection.

 Number and percentage of small/null packets
exchanged: It is widely known that botnets use small
packets to maintain communication between bots
and C&C servers. However, recent researches
haven’t seen botnets using null packets. Despite of
that, small or null packets were tested in recent
researches.

 The features below are used to get similarities in
botnets’ traffic.

─ average bits-per-second (BS) is the average
transferred and received bits per second.

─ average packets-per-second(PPS) is the average
transferred and received packets per second.

─ average inter arrival time of packets (AIT) is the
average inter arrival time of packets received.

 HTTP method: It is a part of header from HTTP
protocol, which indicates the desired action to be
performed for a given resource. Botnets use HTTP
method [13] to disguise their communication flows
among other HTTP flows. However, botnets might
still be detectable if a combination of HTTP method
and other features is employed.

 HTTP request: HTTP request is spited into three
parts: total added weight, length weight and average
weight. These three features together can be used to
detect potential botnets if botnets use fixed length
commands.

V. IMPLEMENTATION

A. Data Set

To build and test the detect module, we prepared 3
families of botnet data set: Zeus, Waledac and Virut. The
size of each data set is 104MB, 1024MB and 138.77MB.
Figure 2 depicts the properties of these three families.
PeerRush [14] published their journal and data about
detecting P2P botnet. Czech technical university [15] made
their records of botnet behavior pcap file public. The fourth
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botnet data is the testing data from ISOT. This data set is
only used to test our model for comparison.

To simulate real world traffic, we record three users’
behavior and collect over 120GB data. There are many kinds
of different behavior, like using different browsers for
various activities. Types of application also vary, e.g.,
games, communication, SSH and so on.

Figure. 2. Botnet data set properties

B. Preprocess

Parsing packets. Firstly, we read every packet from the
stored pcap file, then we separate each layer, from data link
layer to transport layer, and we also took a look at the
application layer if the bot uses HTTP protocol. After
parsing step, we retrieve twelve properties from packets.

Construct Flow and Conversation. Secondly, we use
the flow based analysis. However, we believe flow based
features are not enough to distinguish bots from normal
users, hence we set a threshold of 2000 seconds to split
conversation. After that, we calculate more properties from
previous step and get two lists at the end: list of flow and list
of conversation. The content blocks of both lists contain
nineteen properties.

Calculate Features for Machine Learning. Finally, we
employ the thirty-one properties from the above two steps to
build up features for machine learning tools [16]. Lots of
computation is involved in this step, and numpy library was
very helpful. For the testing purpose, we add some noise to
payload, inter arrival time and features related to these two
features to make sure the model performs well.

 source port
 destination port
 protocol
 total number of packets exchanged
 number of null packets exchanged
 number of small packets exchanged
 percentage of small packets exchanged
 ratio between the number of incoming packets over

the number of outgoing packets
 number of re-connection
 flow duration
 length of the first packet
 total number of bytes
 average payload
 average payload sent
 average payload received
 total number of packets with the same length over the

total number of packets

 standard deviation of payload packet length
 average bits-per-second
 average inter arrival time of packets
 average inter arrival time of packets sent
 average inter arrival time of packets received
 average packets-per-second
 median inter arrival time of packets
 median inter arrival time of packets sent
 median inter arrival time of packets received
 variance packet size
 variance packet size sent
 variance packet size received
 max packet size
 HTTP method
 HTTP uniform resource locator (URL) total weight
 HTTP uniform resource locator (URL) length
 HTTP uniform resource locator (URL) average weight
Noise Algorithm. To verify if our model is robust

enough, we added some noise on the features. The add noise
algorithm [10] formula is shown in figure 3, in which X
represents the feature to which noise is going to be added.
‘Var’ is the integer randomly chosen in the range of -1 to 1.
Noise stands for the scale of noise going to be added. In this
case, we adopt the noise at half to one-third the scale of the
original data. Noise will be added in payload, inter arrival
time and features related to these two, e.g., median inter

arrival time of packets, average inter arrival time of packets,
average payload and other similar features.

Figure. 3. Add noise algorithm

VI. EVALUATION

A. Experimental Design

Purpose. Our basic purpose is to analyze the behavior of
each family of botnets. That is, when botnets infect any
Internet-connected devices, they should be detected through
recording every packet over the Internet. Our system can
further identify which device might have been infected.

Experimental Process. This process aims to find
normal data affection to the model we built. Firstly, reduce
the instances of normal data to about 50% to make the
characteristics of infected data more obvious. Secondly,
increase the percentage of normal data over infected data to
make it closer to the real situation. Finally, we add different
level noise into testing data sets in payload and inter arrival
time and some other related features to evaluate the model.
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Figure. 4. Work flow of experiment process

B. Evaluation

Figure 5 shows the data sets for each step. To avoid
obvious characteristics, we remove destination and source
ports before selecting features to build J48 tree.

Figure. 5. Data set of each process

Figure 6 shows the feature selecting result while
evaluating Balance data set, we choose features scoring over
8 points as the feature set. As the results show, normal data
and virut using HTTP protocol, so the HTTP feature of virut
got high score. Figure 7 shows the feature selecting result
while evaluating Real World data set. We also choose
features scoring over 8 points as the feature set. As shown by
the result, with the increase of normal data, the HTTP feature
of every botnet family got higher score.

Figure. 6. Balance feature selection

Figure. 7. Real world feature selection

Figure. 8. Feature selection for each family

Figure 8 shows the three models and the features they
are built upon to perform well in the simulation.

Figure. 9. Result of each botnet family with different noise level

While evaluating each model we built, we add noise in test
data set. First, testing with pure data Zeus and Waledac
perform well, although Virut only performs 90% but it is
still a good model. Second, we add 25% to 33% noise in test
data set. Adding noise causes the TPR of our model to
decrease, but overall the result is acceptable. Finally, we add
a bigger noise range from 33% to 50% in the test data set.
As we can see from Figure 9, the TPR of our model
decrease a bit, but it is still a good result. We think it is
because of using a higher level features.

C. Comparison

We implement the system in [9] and use the same data
set that we test on our system. Figure 10 shows the tested
result of our work and the system in [9].
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Figure. 10. Comparison without adding noise

Figure. 11. Comparison after adding 25% to 33% noise

Figure. 12. Comparison after adding 33% to 50% noise

As shown in Figures 11 and Figure 12, our model can
resist more noise compared to the system in [9]. Under this
context, we add features to higher layer like HTTP features
and it indeed helps in separating healthy data from infected
data since normal users use HTTP and HTTPS more often
nowadays.

VII. CONCLUSION

We propose a system for detecting potential infected bots
by using machine learning and flow based detecting
techniques. As the result shows, our model can clearly
recognize normal users from all packets. On top of that, we
retrieve features from data link layer to app layer. Although
botnets do not necessarily employ HTTP, HTTP features, at
least it could help to learn normal users’ behavior and thus
improve our accuracy rate to higher than the average
accuracy rate in the paper “Towards Effective Feature
Selection in Machine Learning-Based Botnet Detection
Approaches” [9]. System managers can easily use our
system by simply recording the network flow into pcap

format, and our system will process it into machine learning
format and output the results in a report.
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Abstract—Cipher algorithms have been created a long time
ago to protect sensitive information. With the evolution of
technology, particularly the increase of computational power, the
multiplication of devices, the interconnection of those devices,
ciphers need to be created and/or enhanced to match challenges
brought by this new environment. In general, chaos-based stream
ciphers have three shortcomings: their implementation is not
constant-time, they have weak keys, and are not portable. We
show in this paper how to overcome those three limitations in
the case of our stream cipher. The stream cipher performance
including statistical analysis and computational performance
are carried out and compared to state-of-the-art algorithms:
Advanced Encryption Standard (AES)-CounTeR (CTR), HC-128
and Rabbit.

Keywords—Chaos-based stream ciphers; Constant time; Statis-
tical analysis; Computational performance.

I. INTRODUCTION

The need of encryption methods has nearly always existed
to protect sensitive information. The number of connected
devices is constantly and rapidly increasing. Those devices are
communicating between each other through multiple channels
exchanging information, such as sensor readings or orders
to control other devices. In this context, the protection of
sensitive data exchanged over networks is necessary. For this
purpose, a secure cryptography that can be embedded into
as many devices and architectures is, now more than ever,
required. This means that algorithms are required to have the
lowest complexity, and implementations have to reduce the
energy consumption, the code size and the Random-Access
Memory (RAM) without compromising security.

Stream ciphers are commonly used to encrypt data in
real time applications like, for example, in selective video
encryption [1][2]. It consists in performing an eXclusive OR
(XOR) operation between a plain text and the output of
a deterministic random generator. In the literature, multiple
stream ciphers exist, the eSTREAM project was promoting
the design of efficient and compact stream cipher such as HC-
128 [3] or Rabbit [4], but according to [5], eSTREAM ciphers
are not all secured.

The chaos theory is used in cryptography for its natural
property of deterministic randomness. Indeed, chaos-based
ciphers generally use chaotic maps for their combination of
security and relatively low complexity.

This paper shows the different enhancements, in terms of
both secure and embedded implementation, of the chaos-based
stream cipher designed in [6][7] and implemented in [8][9].

The main contributions of this paper are the following.
• Remove the vulnerabilities to time-attack analysis, con-

sisting in analysing execution time of secret-dependent
operations in order to retrieve the secret key for example,
a constant-time implementation is proposed.

• Propose a fixed-point implementation whereas the orig-
inal stream cipher [8][9] uses a floating-point number
representation [10] to widen the range of architectures
able to embed the stream cipher.

• A new solution is proposed to correct the minor vulner-
ability inherent to the reduction operation.

The rest of this paper is organized as follows. In Section II,
a functional presentation of the stream cipher and the asso-
ciated generator is introduced. Then, Section III presents the
enhancements brought to the previous implementation along
the expected results. The stream cipher performance (statistical
analysis and computational performance) are carried out and
compared to AES-CTR, HC-128 and Rabbit algorithms in
Section IV. Finally, Section V concludes this paper.

II. ORIGINAL CHAOS-BASED STREAM CIPHER

A. The Stream Cipher

The original stream cipher, based on a Pseudo-Chaotic
Number Generator (PCNG), has been implemented in C [8][9].
As illustrated in Figure 1a, in order to obtain a ciphered
text (C), the plain text (P) is encrypted using a XOR operation
between the plain text and the PCNG output (Xg). The PCNG
is initialized with a secret key (K) of length between 200 and
456 bits, depending on the number of internal delays, and a
64-bit-long Initial Vector (IV).

B. Pseudo-Chaotic Number Generator (PCNG)

The PCNG uses a couple of chaotic maps, the skew tent and
the PieceWise Linear Chaotic (PWLC) map, to produce N -bit
samples, with N = 32, at each instant n. The two maps are
encapsulated in two different cells and the output cells (Xs(n)
and Xp(n)) are paired using a XOR operation as illustrated
in Figure 1b.

Figure 1c shows the block diagram of a cell where X(n)
can be Xs(n) for Skew Tent map, or Xp(n) for PWLC map,
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Figure 1. Block diagram of the chaos-based stream cipher

P can be Ps or Pp and K1, K2, K3 can be K1s, K2s, K3s
or K1p, K2p, K3p, respectively.

Each cell in Figure 1c is composed of its own chaotic map.
One cell is using the Skew Tent map defined by (1) and the
other is using the PWLC map defined by (2).

Xs(n) = STmap(Xs(n− 1), Ps) =

⌊
2N × Xs

Ps

⌋
if 0 < Xs < Ps⌊

2N × 2N−Xs

2N−Ps

⌋
if Ps < Xs < 2N

2N − 1 otherwise

(1)

Xp(n) = PLWCmap(Xp(n− 1), Pp) =

⌊
2N × Xp

Pp

⌋
if 0 < Xp < Pp⌊

2N × Xp−P
2N−1−Pp

⌋
if Pp < Xp < 2N−1

⌊
2N × 2N−Pp−Xp

2N−1−Pp

⌋
if 2N−1 < Xp < 2N − Pp⌊

2N × 2N−Xp

Pp

⌋
if 2N − Pp < Xp < 2N

2N − 1 otherwise

(2)

The map outputs are periodically perturbed using a Linear
Feedback Shift Register (LFSR) [9] and are encapsulated
inside an Infinite Impulse Response (IIR) filter with a variable
order (1 to 3) (see Figure 1c). Increasing the filters’ order will
improve the statistical performance significantly.

In the cell Skew Tent, the parameter Ps ∈]0, 232[ and the
coefficients of the IIR filter K1s, K2s, K3s ∈]0, 232[ are
part of the secret key, for PWLC, the parameter Pp ∈]0, 231[
and K1p, K2p, K3p ∈]0, 232[, respectively.

C. Secret key and IV set-up

The first iteration is computed according to the following
equations:

Xins =

(
MSB(IV ) +

nbDelay∑
i=1

Xis ×Kis

)
mod 2N

Xs(0) = STmap [Xins, Ps]

(3)

Xinp =

(
LSB(IV ) +

nbDelay∑
i=1

Xip ×Kip

)
mod 2N

Xp(0) = PLWCmap [Xinp, Pp]

(4)

where the values Xis and Xip are parameters of the key.
As shown in Equations (3) and (4), the 32 Most Significant

Bits (MSB) of the IV are fed to the Skew Tent map and
respectively the 32 Less Significant Bits (LSB) to the PWLC
map.

III. ENHANCED SOFTWARE IMPLEMENTATION

A. Constant-Time Implementation

The implementation introduced in [8][9] showed secret-
dependent timings. Indeed, the implementation profiling shows
that the maps’ computation is not constant since a branching is
used to compare elements of the secret key and the complexity
of each branch is different, resulting in different execution
times. Branching is done by comparing Xs to Ps or Xp to Pp,
as shown in Figure 2 for PWLC map given as an example.

Require: Xp ∈]0; 232[ and Pp ∈]0; 231[
if 0 < Xp < Pp then
Xp ← Xp × ratio3

else if (Pp < Xp < M2) then
Xp ← (Xp − Pp)× ratio4

else if M2 < Xp < (M1 − Pp) then
Xp ← (M1 − Pp −Xp)× ratio4

else if (M1 − Pp) < Xp < M1 then
Xp ← (M1 −Xp)× ratio3

else
Xp ←M1 − 1

end if
return Xp

where M1 = 232, M2 = 231 and ratios are defined in (5).
Figure 2. Calculate Xp(n) = PLWCmap(Xp(n− 1), Pp)
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Having secret-dependent timings is a vulnerability that an
attacker can exploit to retrieve elements of the secret key.
To overcome this problem, the proposed solution is detailed,
as pseudo-code, in Figure 3. In order to achieve the same
computational time and complexity for each sample, the maps
compute, first, all the flags B1 to B5 used to determine which
case should be selected. Then, the maps compute all the cases
and masks them to select the correct output value. Similar
modifications are applied to STmap().

Require: Xp ∈]0; 232[ and Pp ∈ [0; 231[
B1 ← 0 < Xp < Pp

B2 ← Pp < Xp < M2

B3 ←M2 < Xp < (M1 − Pp)
B4 ← (M1− Pp) < Xp < M1

B5 ← (B1 +B2 +B3 +B4) = 0
X1 ← (Xp × ratio3)&mask(B1);
X2 ← ((Xp − Pp)× ratio4))&mask(B2)
X3 ← ((M1 − Pp −Xp)× ratio4))&mask(B3)
X4 ← ((M1 −Xp)× ratio3))&mask(B4)
return (X1 +X2 +X3 +X4 + ((M1 − 1)&mask(B5))

where M1 = 232, M2 = 231, ratios are defined in (5) and
mask(BX) returns 0xFFFFFFFF if BX = 1, otherwise 0.

Figure 3. Calculate Xp(n) = PLWCmap(Xp(n− 1), Pp)

B. Fixed-Point Implementation

In the C implementation of [8][9], the maps were com-
puted using double-precision floating-point number represen-
tation [10], which cannot always be computed on embedded
systems. The other drawback is the computational power
required to perform such operation.

The software pre-calculates ratios for each maps. These
ratios depend on the parameters Ps and Pp contained in the
secret key and are defined as follows:

ratio1 = 232

Ps
; ratio2 = 232

232−Ps
;

ratio3 = 232

Pp
; ratio4 = 232

231−Pp

(5)

To match the double-precision floating-point standard [10]
previously used, the 12.52 format is taken as the fixed point
representation.

Due to the precision required to perform this computation of
the maps, using the fixed-point ratio, at least 96-bit number is
required. The computation consists in adding/subtracting 32-
bit input, multiply it by the 64-bit ratio and then shift the result
by 52 to obtain the result on 32 bits. The targeted platform
(i.e., x86-64 Central Processing Unit (CPU)) computation is
done on 128-bit words. The implementation of the fixed point
ratios is described in Figures 4 and 5. Figure 4 shows how the
pre-calculation of the ratio is performed and Figure 5 presents
the implementation of the PWLC map, the same thinking is
applied to the Skew Tent map.

ratio1← (M1 << 52)/Ps

ratio2← (M1 << 52)/(M1 − Ps)
ratio3← (M1 << 52)/Pp

ratio4← (M1 << 52)/(M2 − Pp)

where M1 = 232 and M2 = 231.
Figure 4. Computation of the ration using a fixed-point representation 12.52

Require: Xp ∈]0; 232[ and Pp ∈ [0; 231[
B1 ← 0 < Xp < Pp

B2 ← Pp < Xp < M2

B3 ←M2 < Xp < (M1 − Pp)
B4 ← (M1− Pp) < Xp < M1

B5 ← (B1 +B2 +B3 +B4) = 0
X1 ← ((Xp × ratio3) >> 52)&mask(B1);
X2 ← (((Xp − Pp)× ratio4) >> 52)&mask(B2)
X3 ← (((M1 − Pp −Xp)× ratio4) >> 52)&mask(B3)
X4 ← (((M1 −Xp)× ratio3) >> 52)&mask(B4)
return (X1 +X2 +X3 +X4 + ((M1 − 1)&mask(B5))

where M1 = 232, M2 = 231, ratios are defined in (5) and
mask(BX) returns 0xFFFFFFFF if BX = 1, otherwise 0.

Figure 5. Calculate Xp(n) = PLWCmap(Xp(n− 1), Pp) using a
fixed-point representation 12.52

C. Uniqueness of reduced products

Uniqueness of reduced products inside the IIR filter is
primary. Indeed, the filter initialization being based on the
secret key, filter output needs to be different for each keys,
otherwise the generated sequence is the same. Two solutions
are possible, the key space can be reduced to remove the
weak keys or, as proposed below, to shift the result before
the reduction to N bits, where N is the internal resolution of
the chaotic maps, here N = 32.

Let q = P (C = C ′) be the probability of having C = C ′

with C = A × B, C ′ = A′ × B′ and A, A′, B, B′ being
four distinct unsigned integers defined on N bits. Equation (6)
presents the probability of having q in different cases. In our
case, the generator is included in the second case, i.e., q 6= 0.
The proposed solution aims to minimize the probability q.

 q = 0 if C or C ′ is defined on 2N-bits
q 6= 0 if C and C ′ are defined on M, M ′ bits,

with M, M ′ < 2N
(6)

Let ε(j) be equal to 1 << j with {j ∈ IN | j < N} and
let i be an integer in [0;N −1] where i number of right shifts
executed before the reduction to N bits. In the worst case, i.e.,
A′ = A, B′ = B ⊕ ε(j) or A′ = A ⊕ ε(j), B′ = B, the
probability q is equal to:

qN (i) = P ((A×B) >> i = (A× (B ⊕ ε(N − 1))) >> i)
+ P ((A×B) >> i = (A× (B ⊕ ε(0))) >> i)

= 2−(i+1) + 2−(N−i)

Figure 6 shows the value of qN depending on the value i for
N = 32. Minimum of q32 is obtained for i = 15 and i = 16.
In the rest of the paper, we consider the value i = 16. The
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new generic block diagram of a cell using shifting is presented
in Figure 7.

Figure 6. Probability qN (i) of having A×B = A′ ×B′ being four distinct
unsigned integers defined on N bits, for N = 32
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Figure 7. New generic block diagram of a cell using shifts

IV. RESULTS AND DISCUSSIONS

In this section, multiple versions of the cipher are imple-
mented and tested.
• V0: this version corresponds to the initial version pre-

sented in [8][9].
• Shifting: this version is V0 that includes the enhancement

presented in Section III-C.
• Fixed-Point: this version is V0 that includes the enhance-

ment presented in Section III-B.
• Shifting + Fixed-Point: this version is the combination of

the two previous versions.
• Constant time (CT): this version is the Shifting + Fixed-

Point version with constant-time implementation pre-
sented in Section III-A.

A. Statistical Tests

To ensure the robustness of the enhanced implementations
against statistical attacks, we perform the following statistical
tests. The statistical tests are only run on the constant-time
version. Similar results are obtained for all considered ver-
sions.

1) NIST Statistical Tests Suite (STS) SP 800-22: National
Institute of Standards and Technology (NIST) STS [11] the
popular test suite for investigating the randomness of binary
data is applied. The suite contains 188 tests and sub-tests that
assess the randomness of arbitrarily long binary sequences.
These tests focus on a variety of different types of non-
randomness that could exist in a sequence.

To perform the different tests, 100 sequences of 31250 32-
bit samples (i.e., 1 million bits per sequence) are generated
using 100 different secret keys. All 188 tests and sub-tests of
the suite are run. For each test, a set of 100 Pvalue is produced
and a sequence passes a test whenever the Pvalue ≥ α = 0.01,
where α is the level of significance of the test. A value of α
= 0.01 means that 1% of the 100 sequences are expected to
fail. The proportion of sequences passing a test is equal to the
number of Pvalue ≥ α divided by 100.

Table I presents the NIST STS’s results of the constant-
time version. The Pvalues of all the tests are strictly over 0.01,
meaning that the cipher passed all the tests. Passing this test is
necessary, but not sufficient to affirm that generated sequences
are random.

TABLE I. NIST STS RESULTS OF THE 3-DELAY CONSTANT-TIME
STREAM CIPHER

Tests P Value Proportion of
passed keys(%)

Frequency 0.51412 100.00
LinearComplexity 0.51412 99.00
LongestRun 0.16261 100.00
OverlappingTemplate 0.92408 98.00
RandomExcursions 0.21822 99.58
Rank 0.94631 100.00
BlockFrequency 0.00463 99.00
NonOverlappingTemplate 0.51879 98.96
ApproximateEntropy 0.22482 99.00
CumulativeSums 0.89412 100.00
Serial 0.21070 99.50
Universal 0.19169 99.00
Runs 0.07572 98.00
FFT 0.17187 98.00
RandomExcursionsVariant 0.40488 98.40

2) Correlation - Hamming Distance (HD): These tests
show the non-similarity of two generated streams from two
different keys.

The correlation coefficient is computed using the binary
representation of the sequences where 1 → 1 and 0 → −1.
The expected value of the correlation coefficient ρij , for two
completely random sequences, should be equal to 0.

Figure 8a shows the obtained correlation coefficients be-
tween two-by-two different sequences. As we can see, all
correlation coefficients are centred around 0 and maximum and
minimum values are bounded by 3, 94×10−3, result expected
for non-correlated sequences.

The average HD is defined in (7), where Sx is the generated
sequence of size L, x is the index of a key inside an array
of 100 random keys. The expected value, for two completely
random sequences, should be equal to 1

2 .

HDij =
{

1
L ×

∑L
k=1 Si(k)⊕ Sj(k) if i 6= j (7)
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(a) (b)

Figure 8. Frequency distribution of the correlation coefficients (a) and
hamming distances (b) of the 3-delay stream cipher

Figure 8b shows HDs centred around 1
2 , and maximum

deviation is bound by 1, 97 × 10−3, meaning there is equal
chance to generate a 0 or 1.

3) Histogram distribution: The aim of this test is to deter-
mine if the histogram distribution is uniform. To assert that,
the χ2 test is used. If a generated sequence verifies (8), the
key associated passes the χ2 test.

C∑
i=0

(Vobserved(i)− Vexpected)2

Vexpected
< Vcritical (8)

This test is run on our algorithms, and some reference
algorithms. The test conditions are the following.
• The test is run independently over 1000 randomly gener-

ated keys, and IVs.
• Samples are unsigned 32-bit integers.
• 108 samples are generated per sequence.
• C = 1000 classes are used.
• Vexpected = 108

C = 105

• Vcritical is computed using the inverse of the chi-square
cumulative distribution function as defined in [12][13].
For this paper, Vcritical = 1073.6.

Table II shows the percentage of keys passing the χ2 test
with a set of 1000 random keys and different algorithms.

The performance of literature algorithms is close to 95%.
The initial version is only presenting 88,1% passing keys, but
94.6% keys for the enhanced version pass the test and is close
to standard algorithms.

TABLE II. HISTOGRAM PERFORMANCE

Algorithm Key passing χ2 test
V0 - 3 delays 88.1%
Constant Time - 3 delays 94.6%
AES 94.9%
HC-128 95.4%
Rabbit 95.5%

B. constant time measurement

To check if the algorithmic meets with the constant
time requirement, the Kalray Multi-Purpose Processing Array
(MPPA®) manycore architecture [14] and a x86 platform are
used.

a) On Kalray MPPA® processor: the MPPA® archi-
tecture is designed to achieve high energy efficiency, and
deterministic response times for compute-intensive embedded
applications.

The MPPA® processor , code-named Bostan, integrates 256
Very Long Instruction Word (VLIW) application cores and
32 VLIW management cores (288 cores in total) which can
operate from 400 MHz to 600 MHz on a single chip and
delivers more than 691.2 Giga FLOPS single-precision for
a typical power consumption of 12 W. The 288 cores of
the MPPA® processor are grouped in 16 Compute Clusters
(CC) and implement two Input/Output Subsystems (IO) to
communicate with the external world through high-speed
interfaces via the PCIe Gen3 and Ethernet 10 Gbits/s.

MPPA® platforms integrate a register that counts the num-
ber of CPU cycles elapsed since the start of the machine.
Indeed, it allows to measure a precise complexity of any
algorithm ran on this architecture. To measure this complexity,
a simple difference of two register readings, one before starting
the encryption and one after, is performed.

The number of cycles measured is normalized to have the
Number of Cycles per Byte (NCpB) (Equation (9)).

NCpB =
C

M ×K
(9)

where C is the number of cycles elapsed since the start of the
encryption, K is the number of keys used and M is the size,
in bytes, of the message.

b) On INTEL® x86 processor: similar measurement
method exists for INTEL® x86 processor, using Time Stamp
Counter (TSC) register [15], but is not as precise. The reading
of the TSC register returns the number of ticks elapsed since
the start of the machine. The Number of Ticks per Byte
(NTpB) is the unit used to compare the two implementations
and is defined in (10).

NTpB =
T

M ×K
(10)

where T is the number of ticks elapsed since the start of the
encryption, measured using TSC register, K is the number of
keys used and M is the size, in bytes, of the message.

c) Results and discussions: to check the time stability of
the constant-time version, 100 encryptions of a same 125000-
byte-long message using 100 random keys are started on two
different architectures, MPPA® processor (Figure 9a) and on
x86 processor (Figure 9b).

As illustrated by Figures 9a and 9b, the number of cy-
cles/ticks necessary to encrypt a byte in the initial version
clearly depends on the key used, no matter which architecture
is used. Oppositely, in the constant-time implementation, the
NCpB/NTpB is constant, consequently removes the vulnera-
bilities to timing attacks.

C. Time performances

Time measurements are done on an Intel Core i7-6700 CPU
@3.40GHz. The test environment is set as follows:
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(a) on MPPA® Processor (b) on x86 Processor

Figure 9. NCpB/NTpB = f(Key[i]) of the initial version(V0) and the
constant time(CT) version

• CPU frequencies are fixed at 3.00 GHz.
• Hyper-Threading is disabled.
• Pre-fetching is disabled.
• Process is assigned to a core using taskset command.
The function gettimeofday() is used to measure the time

elapsed between the beginning and the end of the encryption.
The message to encrypt is 125000 bytes long.

The metric used in this paper is defined as follows.

NCpB =
F × t
M ×K

(11)

where t is the time measured, K is the number of keys used,
M is the size, in bytes, of the message and F is the frequency
of the CPU. In this paper:
• F = 3.00 GHz.
• M = 125000 Bytes.
• K = 100 Keys.
Table III presents timing performance for different im-

plementations of our cipher and some standard encryption
methods. As shown in Table III, the constant-time version is
a bit slower than other versions, but close to AES-CTR. HC-
128 and Rabbit present better performance, however, these
algorithms manifest some weaknesses against some attacks
such as injection and side-channel attacks mentioned in [5].

V. CONCLUSION AND FUTURE WORK

In this paper, we have proposed different enhancements for
the original stream cipher implementation. The problem gener-
ated by product reductions is resolved by the patch presented
in Section III-C. To secure the cipher against time attacks,
one type of side-channel attack, we realized a constant-time
implementation including all achieved enhancements.

The next step of this work would be to perform algebraic,
side-channel and injection attacks for the initial and the
constant-time versions to demonstrate the robustness of the
cipher and its implementations. Then, a measurement of the
energy consumption, the code size and the RAM needed for
the cipher execution should be done to determine if the cipher
can be categorized as lightweight.

Also, the initial and the constant-time versions will be
implemented on embedded FPGA platform.

TABLE III. TIMING OF THE DIFFERENT CIPHER VERSIONS
COMPARED TO STANDARD CIPHERS

Cipher
NCpBversion delay

V0
1 20.86
2 22.11
3 22.59

Shifting
1 20.82
2 22.54
3 23.43

fixed point
1 21.21
2 22.24
3 22.72

shifting + fixed-point
1 21.68
2 22.79
3 23.65

Constant-Time
1 24.46
2 26.04
3 27.06

HC-128 2.35
Rabbit 5.82

AES CTR 24.38
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de Nantes, Tech. Rep., February 2014.

[9] M. A. Taha, S. E. Assad, A. Queudet, and O. Deforges, “Design and
efficient implementation of a chaos-based stream cipher,” International
Journal of Internet Technology and Secured Transactions, vol. 7, no. 2,
p. 89, 2017.

[10] “IEEE Standard for Floating-Point Arithmetic,” IEEE Std 754-2008, pp.
1–70, Aug 2008.

[11] L. E. Bassham et al., “A statistical test suite for random and pseu-
dorandom number generators for cryptographic applications,” National
Institute of Standards and Technology(NIST), Tech. Rep., 2010.

[12] M. Abramowitz and I. A. Stegun, Handbook of mathematical functions:
with formulas, graphs, and mathematical tables. Government Printing
Office, 1964, vol. 55.

[13] E. Kreyszig, ”Introductory Mathematical Statistics”. John Wiley, 1970.
[14] B. D. de Dinechin, “Kalray MPPA®: Massively parallel processor

array: Revisiting DSP acceleration with the Kalray MPPA Manycore
processor,” in Hot Chips 27 Symposium (HCS), 2015 IEEE. IEEE,
2015, pp. 1–27.

[15] Intel Corporation, “Intel 64 and IA-32 Architectures Software Devel-
oper’s Manual Volume 2B: Instruction Set Reference, M-Z,” Tech. Rep.,
2016.

133Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-661-3

SECURWARE 2018 : The Twelfth International Conference on Emerging Security Information, Systems and Technologies

                         144 / 168



Adopting an ISMS based Model for better ITSM in Financial Institutions

Zidiegha Seiyaboh, Mohammed Bahja
School of Computer Science and Technology

University of Bedfordshire
Luton, Bedfordshire, UK

Email: Zidiegha.seiyaboh@study.beds.ac.uk, Mohammed.bahja@beds.ac.uk

Abstract—In recent times, the day-to-day business
operations in financial institutions have shown
dependence on information systems and Information
Technology (IT). IT service management systems have
helped in managing the complexity of IT service delivery
for delivering financial institutions’ critical business. IT
service management systems have become fully
integrated into IT organizational arrangements as a
micro part of financial institutions. However, the
emergence and ever-increasing information security
challenges have become a source of worry not only for
financial institutions, but all other organizations. Despite
this, limited attention has been given to the improvement
of IT service management. The purpose of this research-
in-progress is to investigate Information Security
Management Systems (ISMS) in terms of their capability
of improving Information Technology Service
Management (ITSM) in financial institutions using
International Organization for Standardization (ISO)
27001 standards as a guideline.

Keywords- Information Security Management System;
Information Technology Service Management; ISO Standards; IT
services; Service Operation.

I. INTRODUCTION

Information has been identified as a very important aspect
of information technology in recent years, such that most
organizations and businesses are now focusing on the
service-oriented economy rather than a goods-based one as
was always the case in the past [1]. The huge rise in threats
and cybersecurity breaches across industries including
financial institutions has brought about a substantial financial
loss and failure of IT service availability. This has led to an
increased focus on information security in the sector [2]. One
of the effective ways of strengthening an organization’s
cybersecurity is the implementation and periodic auditing of
efficient Information Security Management System (ISMS).
[3] stated that ISMS is a management system that embodies
policies, processes and procedures that consider the
fundamentals of cybersecurity, which are confidentiality,
integrity and the availability of IT services and business
information [3].

Information Technology Service Management (ITSM) has
long been considered a key player for integrating business
and IT services. IT service availability and continuity

management are part of IT service delivery. Downtime and
service failures occur, because of poor IT service availability
management systems, which can adversely affect an
enterprise’s business prospects [4]. Given that the business
activities and IT services of an organization are greatly
dependent on information security, it is essential that an
ISMS ISO based model guided by international standards
and frameworks be adopted [5]. To ascertain clearly the
relationship between information security and IT service
availability, for this research, a detailed analysis of the ITIL
2011 for an ITSM framework, a systematic review of the
ISO/IEC 20000 – 1:2011 being a Service Management
System (SMS) standard [6] and an investigation into the top
ISMS standards, such as ISO 27001, CIS 20 and NIST SP
800-53 will be carried out.

The structure of the paper is in sections. In Section II, a
critical review of existing literature is done. In Section III,
the possible benefits of ITSM are highlighted. Section IV
explains the research methodology to be followed. In Section
V, the components of ITIL are discussed. Section VI
discusses some of the ISO 27001 controls and their relevance
to ITSM. We conclude in Section VII with the findings from
related research and an online survey.

II. LITERATURE REVIEW AND RELATED WORK

Recent research has shown that the finance sector has
completely embraced the adoption of Information
Technology for the enhancement of organizational
performance and efficiency [2] but has brought with it many
challenges to the sector [7]. Business continuity has been
noted to be one of the key business values often identified
with the banking industry [7]. Some of the valuable drivers
of financial banking, service availability and business
continuity are the integration of ITSM to the business
operations of these financial institutions. [2]. Thomas Peltier
described good security as protecting the assets of an
organization and at the same time meeting the objectives and
goals of the business [8].

There is a gap in the management and adoption of relevant
standards to improve the efficiency of ITSM. This research
proposes the adoption of an ISO driven ISMS based model
that will bring about a change in the management of IT
services and infrastructure.

ITSM is a key player in the process of integrating business
and IT services [9]. In a bid to increase the business gains of
financial organizations, material resources, human resources,
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management policies and objectives are being connected
through the sharing of information [10]. This linkage has led
to the potential for more serious attacks on information and
the systems that are used for communicating and processing
it than previously [11]. The security and protection of these
valuable information assets is now one of the highest
priorities for many organizations in the finance sector [12].
Whilst there are some approaches and technologies that have
been developed to bring about information security, however
none of these can guarantee watertight security [13]. The
London Stock Exchange system failure that happened in
2008 is an example of the huge financial loss that can be
caused by insufficient protection in the use of IT due to the
conflicting interests of stakeholders [14]. Given the potential
for big losses, professionals in the industry have started
investigating IT related risks intensively [15].

While IT infrastructure failure is classified as an
operational risk, it can also be identified as an availability
failure from the service delivery management perspective
[2]. If ITSM is to deliver its core objectives, an acceptable
level of security must be attained, and hence, the need for
robust ISMS standards being devised and followed, thereby
ensuring the best security practices [16].

ITSM is considered part of the service sciences focusing
on IT operations [17]. Specifically, it can be defined as a
combination of processes established to ensure quality IT
services, in accordance with levels pre-agreed with the
customers [18]. Manuel Mora et al (2015) hold that ITSM
centers on defining and delivering IT services that support
business’ goals whilst meeting customer needs [19]. It
involves a systematic approach to the management of IT
services, covering design, execution, operation, process and
review aimed at providing improvement on a continual basis.
Moreover, it focuses on the alignment of services and
functions rendered by IT within an establishment as much as
on the technical aspects of IT. Whilst cost effectiveness is
one of the main aspects of the IT services management, it
also concerns the whole lifecycle of all IT services [20].

There are various ITSM frameworks with the most
common one being the Information Technology
Infrastructure Library ITIL, which is the basic standard for
most IT service providers [21]. ITIL has been deployed by
Hewlett-Packard (HP), IBM and in the Microsoft Operation
Framework (MOF) [22]. Microsoft’s Operation Framework
(MOF) also mirrors the provisions of ITIL standard [23].
ITIL 2011 being the most recent update of version 3, was
published in May 2007. There are 26 sections, which are part
of the five lifecycle phases, these being: Service Strategy,
Service Design, Service Transition, Service Operation and
Continual Service Improvement. There is a great difference

between the current and previous versions. That is, the
previous version, Version 2 comprised a total of ten
processes in just two main domains, namely: Service Support
and Service Delivery [24] [25].

III. EXPLORING THE IMPACT OF IT SERVICE MANAGEMENT

Jantti et al. highlighted how IT organizations globally
have begun to take their service management processes to a
higher level based on the adoption of best practice
frameworks, like (ITIL). However, many of these companies
have yet to demonstrate positive impact from the adoption of
such as ITIL as a framework for ITSM [26]. This has
stimulated the current investigation that addresses the
questions: Has the IT service management process
experienced any improvement? What are the factors that
could be responsible for poor efficiency of ITSM?

The cardinal objective of this work is to capture the best
practices of adopting ISMS frameworks and to identify the
factors that will enhance the expected efficiency and
improvement of ITSM. Some studies have highlighted the
possible benefits of ITSM. For instance, Mauricio and Kolbe
identified six benefits from its implementation, internal
processes improvement, customer satisfaction, service
quality improvement, processes standardization, efficiency
increment, and improvement in return on investment (ROI)
[27]. Organizations that have implemented ITIL in
organizational change projects, have ultimately improved the
quality of their services through better IT service
management processes. In sum, modelling IT assets that
form the IT business process has been identified as the key to
IT service management improvement [28].

IV. RESEARCH METHODOLOGY

This exploratory research is a work in progress and is
being conducted following the Design Science Research
(DSR) methodology [29]. DSR is basically a methodology
that encourages the researcher to understand the various
aspects of the Information System (IS) being researched and
the subsequent creation of new knowledge in the form of a
theoretical model.
The steps involved in DSR are:

 Awareness of the problem (This was done
through system literature review and conduction
of an online survey)

 Suggestion (Adoption of an ISO based ISMS
model to improve the efficiency of ITSM)

 Development (Design a framework for the
implementation of ISO 27001 as an adopted
ISMS model)

135Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-661-3

SECURWARE 2018 : The Twelfth International Conference on Emerging Security Information, Systems and Technologies

                         146 / 168



 Evaluation (Evaluation to be done using expert
judgement)

 Conclusion
In the light of this, there will be two primary iterations, the

first to understand the concepts of ITSM and ISMS. The
second iteration involves focusing on the designing of a
theoretical model [29]. The realization of the artefact of this
research work is centered on precise problems, data
quantification and a data gathering technique in the form of
an online survey questionnaire sent to IT professionals in
different financial institutions. Questions 2 - 9 of which
inquire about the components of ITSM, while questions 10 -
32 the relevance of ISMS to its efficiency. Before the
creation of the theoretical model, in financial Institutions, it
is important that the components of ITSM and ISMS be
defined.

V. COMPONENTS OF ITIL

As aforementioned, ITIL is one of the widely accepted
ITSM frameworks that describes the best practices for
managing IT services. It was developed in the early eighties
by the Central Computer and Telecommunications Agency
(CCTA) following a serious economic downturn, to reduce
cost and to manage IT service delivery better. CCTA merged
later with the Office of Government Commerce (OGC) and
since then, ITIL has been constantly reviewed and updated
by the OGC as a service management standard library
dealing with information technology (IT). The current
version is ITIL 2011, which aims at providing high quality
IT services that focus more on the customer and effective IT
governance than previously [30]. Most financial
organizations have adopted the ITIL framework, because it
provides a systematic way of managing their IT services
which can enhance customer satisfaction at a much-reduced
cost [31].

The life cycle stage of ITSM is the IT operation and
maintenance, which is referred to as the “service operation” in
ITIL. It functions basically to ensure the normal operation of
daily business activities and handles all events and incidents
that occur during the information system operations and
maintenance process. ITIL service operation consists of five
processes namely Incident Management, Problem
Management, Event Management, Request Fulfilment,
Access Management and four functions - Service Desk,
Technical Management, IT Operations Management, and
Application Management [32].

VI. ISO 27001 CONTROLS

ISO 27001 is structured into two divisions, which are:
ISMS requirements and reference control objectives [33]. It

has 14 clauses and 35 domains which include 114 controls.
Some of these controls will be focused on in this project,
because they are detailed enough to form the basis for an
ISMS that will lead to improvement in the efficiency of
ITSM in financial Institutions.

Table 1 shows the ISO 27001 controls that will be
referenced for this research.

TABLE I. SOME ISO CONTROLS AND THEIR RELEVANCE TO ITSM

S/N
Control

No.
Control

Statement
Relevance to ITSM

1 A.6.1.1

“All
information

security
responsibilities
shall be defined
and allocated”

IT Access
Management, IT

Technical
Management, IT

Event Management

2 A.6.1.2

“Conflicting
duties and areas
of responsibility

shall be
segregated to

reduce
opportunities

for unauthorized
or unintentional
modification or
misuse of the
organization’s

assets”

IT Access
Management, IT

Technical
Management, IT

Event Management

3 A.7.2.2

“All employees
of the

organization
and, where
relevant,

contractors shall
receive

appropriate
awareness

education and
training and

regular updates
in organizational

policies and
procedures, as

relevant for their
job function”

IT Access
Management, IT

Technical
Management, IT

Event Management,
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ISO 27001 is the most adopted ISMS standard that allows
freedom in implementation. All the controls are classified
into one of the following: Data, software, hardware, network
and people. The classification of the controls help in
evaluating the performance of the standard.

VII. CONCLUSION

The findings from related research and a conducted online
survey have shown that financial organizations rely heavily
on IT systems to create value for customers and to maximize
IT service delivery. The management and adoption of
relevant standards and best practice frameworks in the sector
is a critical issue in the day to day management of IT services
but has received limited attention. For this research, the
adoption of an ISO driven ISMS based model that will bring
about a change in the management of IT services and
infrastructure is proposed. Further research and results from
the survey will allow for the development of a theoretical
model that it is anticipated will have a positive impact on the
efficiency and offerings of ITSM.
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Abstract—Random numbers are an important ingredient in
cryptographic applications, whose importance is often underesti-
mated. For example, various protocols hinge on the requirement
of using numbers only once and never again (most prominently,
the one-time pad), or rest on a certain minimal entropy of
a random quantity. Quantum random number generators can
help fulfilling such requirements, however, they may as well be
subject to attacks. Here, we consider what we coin a randomness
substitution attack, in which the adversary replaces a good
randomness source by another one, which produces duplicate
values (over time) and perhaps numbers of low entropy. A binding
between a random number and its origin is thus a certificate of
quality and security, when upper level applications rest on the
good properties of quantum randomness.

Keywords–Quantum Cryptography; Randomness Substitution
Attack; Random Number Generation; Security; Authentication.

I. MOTIVATION

Random numbers play different roles in cryptographic
systems. Mostly, they are used to generate keys or create
uncertainty towards better security in different attack scenarios.
Concerning the latter, it is often necessary to assure a certain
minimum entropy of a random value, and to prevent coinciden-
tal equality of two random numbers chosen at different times
or different places. While the former requirement is obvious,
revealing the problem with the latter requires some more ar-
guing: as a simple example, consider two independent persons
A,B instantiating individual RSA (Rivest-Shamir-Adleman)
encryption systems. Both choose large primes pA, qA and
pB , qB , respectively, making up the key-parameters nA =
pAqA and nB = pBqB . If {pA, qA}∩{pB , qB} 6= ∅ and nA 6=
nB , then gcd(nA, nB) ∈ {pA, pB , qA, qB}, which defeats
security of both RSA instances. Adhering to recommended
key-sizes, it is tempting to think that the chances of a match
of two, say 512 bit long, primes is negligible. Even mathemat-
ically, the prime number theorem assures that there are at least
1.84×10151 primes within the range

{
2511, . . . , 2512 − 1

}
, so

there appears to be no problem in choosing those parameters
independently from each other. Unfortunately, reality differs
from the theoretical expectations in a devastating manner:
according to findings of [1], approximately 12,500 out of more
than 4.7 million RSA-moduli could be factored by humble
pairwise greatest common division computation!

At least for this reason, quantum randomness would –
at first glance – be a good replacement for user-supplied
randomness (such as mouse movements). However, a proper
post-processing to authenticate a generator’s output and to
avoid random number generators coming up with identical
outputs is nevertheless an advisable precaution.

Furthermore, while the statistical odds to accidentally hit
the same integer over a search in the range of 512 bit or

higher is sure negligible, reframing this possibility towards a
potential attack scenario is worthwhile to look at. Especially
so, as standard cryptosystems like RSA or ElGamal (and
hence also the digital signature standard) can be attacked most
easily, when the involved randomness source gets under the
attacker’s control or influence, regardless of whether or not
the randomness is used to find primes or simply as a general
input. We call this a randomness substitution attack. Scaling up
this thought, distributed attacks on random number generators
that make only a portion of those emit random numbers with
low entropy may already suffice to establish a significant lot
of RSA instances [2] that are vulnerable to simple gcd-based
factorization, or instances of ElGamal signatures [3] [4] (such
as the digital signature standard is based on), where the secret
key sk can easily be recovered if the same signature exponent
k in r = gk MOD (p − 1) is used twice, e.g., if the random
number generator has been hacked.

The foremost danger of randomness substitution is not
its sophistication, but its simplicity and apparent insignifi-
cance that may cause countermeasures to be hardly consid-
ered as necessary. Nevertheless, authentic random values with
lower-bounded entropy and explicit avoidance of coincidental
matches are easy to construct yet advisable to use.

The paper is organized as follows. In Section II, we
will sketch the basic cryptographic building blocks used to
embed certain additional information into a quantum-generated
random bitstring. This additional information will not only
assure distinctness of values generated by otherwise indepen-
dent generators, but also assure uniqueness of values over an
exponentially long range in the (infinite) sequence of random
numbers emitted by the same generator. We call such numbers
nonces. Section III shows the construction and how to verify
the origin of a random number. Notice that in this context, we
neither claim nor demand information-theoretic security (as
would be common in a full-fledged quantum cryptographic
setting), but our focus is on classical applications that use
quantum randomness to replace user-supplied random values.
However, replacing the generator itself is an issue that must
as well be avoided, which is doable by classical techniques,
as we will outline here.

II. PRELIMINARIES

Let x ∈ {0, 1}` denote bitstrings of length `, and let
{0, 1}∗ be the set of all bitstrings (of arbitrary length). The
notation x‖y denotes any encoding of x and y into a new
string, from which a unique recovery of x and y is possible
(e.g., concatenation of x and y, possibly using a separator
symbol). Sets are written in sans serif letters, such as M, and
their cardinality is |M|.
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To establish a binding betweeen random numbers and
their origin devices, and to assure uniqueness of random
values over time and across different number generators, we
will employ digital signatures with message recovery, and
symmetric encryption. Recall the general framework of these,
into which RSA-, Rabin or Nyberg-Rueppel signatures fit [5]:
let M ⊆ {0, 1}∗ be the message space, and let MS be the
signing space, i.e., the set of all (transformed) messages on
which we may compute a digital signature. Furthermore, let
R : M → MS be an invertible redundancy function that is
publicly known, and for simplicity, equate R(M) = Im(R) =
MS . We define the mappings Sign : MS × K → S and
Extract : S × K → Im(R) as the signing and verification
functions, where S is the signature space and K is the keyspace,
where the secret signature key and public verification key come
from.

A digital signature is obtained by computing s =
Sign(R(m), sk). As we demand message recovery, the ver-
ification proceeds in four steps, assuming that we received the
signature s∗ to be validated:

1) Obtain the signer’s public key pk from a valid cer-
tificate (also provided by the signer),

2) Compute m̃ = Extract(s∗).
3) Verify that m̃ ∈ Im(R) = MS , otherwise reject the

signature.
4) Recover the message m = R−1(m̃).
Our construction to follow in Section III will crucially rely

on the recovery feature of the signature, so that resilience
against existential forgery mostly hinges on a proper choice
of the redundancy function R. In general, this choice should
be made dependent on the signature scheme in charge, and to
thwart existential forgery, the redundancy function should not
exhibit any homomorphic properties. A possible choice would
be R(m) = m‖h(m), where h is a cryptographic (or universal)
hash-function, where we emphasize that no rigorous security
proof of this choice is provided here.

As a second ingredient, we will use a symmetric encryption
E, writing Ek(m) to mean the encryption of m under key k
and transformation E. The respective decryption is denoted
as E−1k (m). Our recommended choice for practicality is the
Advanced Encryption Standard (AES).

Finally, we assume that each random generator is equipped
with a world-wide unique identification number, such as is
common for network cards (Media-Access-Control (MAC)
address) or smartcards (Integrated Circuit Card Serial Number
(ICCSN) [6]). Hereafter, we will refer to this quantity as the
ID of the generator.

III. CONSTRUCTION

Given a generator equipped with a unique identifier ID
and an internal counter c ∈ N (initialized to zero), let r ∈
{0, 1}∗ denote a raw random bitstring that the quantum random
generator emits per invocation.

The final output of the random generator is now constructed
over the following steps, (see Figure 1).

1) Increment c← c+ 1
2) Compute x← ID‖c‖r
3) Apply a digital signature with message recovery,

using the secret signature key sk, i.e., compute s←
Sign(R(x), sk).

Figure 1. Schematic of post-processing for authentic nonces

4) Append the generator’s public key pk and identity
ID to get y ← s‖pk‖ID

5) Choose another (quantum) random number k and
deliver the final output (the authentic nonce)

z := Ek(y)‖k.

It is easy to see that the so-constructed sequence of
numbers enjoys all the properties that we are looking for. The
last step ensures randomness, as parts of the random values
(the public key and identity) remain constant over time. Note
that all of the above transformations are invertible and hence
injective. We examine each of the properties separately in the
following.

a) Uniqueness: To this end, let z1 = Ek1
(y1)‖k1, z2 =

Ek2
(y2)‖k2 be two outputs of a generator (possibly the same

one or different devices). Uniqueness is trivial if k1 6= k2, so
assume a coincidental match between the two or the possibility
that k1, k2 origin from an attacker. If z1, z2 match upon the
least significant bits making up the keys k1 = k2 = k, then
uniqueness requires Ek(y1) 6= Ek(y2). Since Ek is injective,
we hence look at y1 = s1‖pk1‖ID1 and y2 = s2‖pk2‖ID2. If
z1, z2 come from the same generator so that ID1 = ID2 = ID
(e.g., if an attacker substituted the components), then the prob-
lem rests with the signature s1 hopefully being different from
s2. Recovering x1 = ID1‖c1‖r1 from s1 and x2 = ID2‖c2‖r2
from s2, we ultimately have a difference, as in case the gener-
ator is the same, the counters are different by construction. In
case the generators are different, the two IDs are different too.
It follows that the entire output of the generator, regardless of
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adversarial influence at any postprocessing stage – excluding
the signature generation – is unique. We refer the interested
reader to [7] for a comprehensive discussion.

b) Authenticity: Having stripped all layers of signatures
and encryptions as sketched above, we are left with two
identity strings ID and ID′ when we reach the innermost
piece of data x = ID‖c‖r, being wrapped inside s‖pk‖ID′.
One indicator of an attacker having made changes is a mis-
match between ID and ID′. However, a stronger indication
is provided by the digital signature verification, which is the
primary measure to assure authenticity. At this point, it is
important to stress the need for the manufacturer’s certificate
that links the public key of the generator to its ID (for
otherwise, an attacker could create his own signature key
pair and trick the user of the random number generator into
using the wrong key to check authenticity). The certificate can
be standard (say, X.509), such as used in most conventional
public-key infrastructures.

c) Entropy and Min-Entropy: Notice that besides ran-
domness that possibly went into the signature (e.g., if a
Nyberg-Rueppel signature was in charge) or later stages of the
postprocessing (i.e., the key k), the assured entropy coming
out of the quantum random generator is limited by what
has been authenticated. Hence, only the innermost value r
can be used to lower-bound the entropy of the final output
(assuming possible adversarial modifications), leading to the
entropy bound H(z) ≥ H(r).

Besides Shannon-entropy H , min-entropy H∞ of the gen-
erator’s output may be of interest, as most applications demand
high min-entropy for matters of randomness extraction. This
is most easily done by extracting the authenticated quantum
random bitstring r from the generator’s output z. By our con-
struction, it is possible to recover the true randomness from the
generator’s output, thus the above inequality holds in exactly
the same fashion for H∞ in place of H . This can be proven
easily, as all processing functions are injective by construction
and thus cannot lower the min entropy. These considerations
lead to the min-entropy bound H∞(z) ≥ H∞(r).

We stress that the injectivity of the signature is vital
for this bound to hold, and the inequality could be violated
if the signature with message recovery were replaced by a
conventional signature (for a hash-then-sign paradigm, the lack
of injectivity in the hash function would invalidate the above
argument).

IV. SECURITY AND EFFICIENCY

Roughly, the postprocessing stage adds some redundancy
to the randomness r, which depends on the specific implemen-
tations of the signature and encryption. In case of RSA and
AES, we end up with (currently [8]) 4096 bits for R(ID‖c‖r).
Defining R(m) = m‖h(m), where h is a 256-bit cryptographic
hash function like the SHA-2 (Secure Hash Algorithm 2), and
using a 128 bit counter as well as an 80 bit ID (e.g., an ICCSN
in a smartcard taking 10 bytes), we are left with a remainder of
4096−256−128−80 = 3632 bits of raw quantum randomness
r. Attaching the ID and a short RSA public key pk (16 bits), we
expand the input via AES-CBC (cipherblock chaining (CBC)
with ciphertext stealing) to 4096 + 80 + 16 = 4192 bits.
Concatenating another 128 bits for the AES key k yields final
output of 4192 + 128 = 4320 bits, among which 3632 bits

are pure quantum randomness. The relative overhead is thus
≈ 19%.

In addition, the application of digital signatures naturally
puts the chosen signature scheme in jeopardy of a known-
message attack. Assuming that the generator is tamper-proof,
chosen- or adaptive chosen message attacks (cf. [9]) are not of
primary danger in this setting. Yet, we strongly advice to take
hardware security precautions to protect the secret key against
physical leakage and backward inference. Nevertheless, to
avoid an attacker replacing the randomness source by another
one (with low entropy), the signature scheme must be chosen
with care.

In the presented form, authenticity, i.e., protection of
known-message attacks, is solely based on computational
intractability properties. If one wishes employ information-
theoretic security, the digital signature with message recovery
may be replaced by a conventional Message Authentication
Code (MAC), based on universal hashing and continuous
authentication, as it is the case for quantum key distribution
(QKD) [10]. There, an initial secret r0 shared between the
peers of a communication link, is used to authentically ex-
change another secret r1, which is then used to authenticate
the establishment of a further secret r2, and so on. (in the
application of [10], r1 would be a quantum cryptographically
established secret key).

We can play the same trick here by putting an initial
secret r0 in charge of authenticating the first random val-
ues emitted by our quantum random generator. Instead of
signature with message recovery we will use a “MAC with
appendix”, i.e., we use a function MAC : {0, 1}∗ × K →
{0, 1}` (e.g., a universal hash-family [11]) to authenticate
the string ID‖c‖r1 by concatenating a keyed checksum as
R(ID‖1‖r1)‖MAC(R(ID‖0‖r1), r0), when r1 is the first
random number ever emitted by our generator. After that, the
authentication is done using the respective last number ri,
i.e., we emit R(ID‖c + 1‖ri+1)‖MAC(R(ID‖c‖ri+1]), ri),
whenever ri+1 follows ri in the sequence (see Figure 2 for an
illustration).

However, we might run into issues of synchronization
here, thus opening another potential attack scenario, when the
adversary succeeds in blocking some of the random values.
In that case, we would either have to attach multiple MACs
and maintain a list of past authenticators, or periodically re-
synchronize the process (which requires a fresh authentic key
exchange with the generator). Hence, this variant may not
necessarily be preferable in practical applications.

V. CONCLUSIONS

Applications that require high-quality random sources like
quantum physics based ones, most likely do so because the
upper level cryptographic application crucially rests on the
statistical properties of the involved random quantities. Binding
a random number to its origin is thus perhaps an overlooked
precaution to avoid working with low-entropy or potentially
coincidental random values in a cryptographic application.
Interactive proofs of knowledge, as well as recent empirical
findings [1] on parameter selection for RSA and the digital
signature standard, dramatically illustrate the need for such
post-processing.
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Figure 2. Variant with continuous authentication instead of digital signatures
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Abstract— Maritime ports are intensive energy areas with
plenty of electrical systems that require an average power of
many tens of megawatts (MW). Competiveness, profits,
reduction of pollution, reliability of operations, and carbon
emission trading are important considerations for any port
authority. Current technology allows the use of a local micro-
grid of the size of tens of megawatts, capable of isolated
operation in case of emergency and moving toward a large
energy independency. Ownership of its grid permits a large
control on the prices of energy services and operation either on
local electric market or generally on dangerous emission.
Renewable energy generation has a large impact on costs since
it features a low marginal cost, but it is random in nature.
Since the smart grid is a critical asset within the port
infrastructure, it is a high-level target for cyber-attacks. Such
attacks are often based on malicious software (malware),
which makes use of a controlling entity on the network to
coordinate and propagate. In this paper, we examine the
characteristics of a port smart grid and the typical
characteristics of cyber-attacks. Furthermore, the potential
ways to recognize these cyber-attacks and suggestion for
effective countermeasures are also discussed.

Keywords-Smart grid; maritime ports; energy efficiency; cyber
attacks.

I. INTRODUCTION

The aim of this paper is to describe advantages of
utilization of smart micro-grids in port areas and the
requirements to protect them effectively from cyber-attacks.
The paper stresses the advantages of this approach as a key
factor of port competitiveness. Typical features of cyber-
attacks against smart grid infrastructures are illustrated to
suggest possible foundations for development of future
research regarding mitigation and protection actions.

Efficient utilization of energy and sustainability of
generation are critically important for port authorities and
port operators due to obvious impacts on operational cost,
business continuity, compliance to emission regulations,
satisfaction for operators, attractiveness of the port and in
last instance its competiveness [1].

In this paper, an operator is defined as an
entity/organization active inside the port area that owns

infrastructures, plants and buildings that is; an operator can
perform simultaneously any of the following energy related
operations: use of energy, generation of energy or storage of
energy and change of generation /demand profile.
Furthermore, the port authority can assume the role of
market operator and consequently trade energy and services
internally and externally.
Port electrical demand originates by:
• Civil and mechanical structures for shipbuilding

activities and industrial installations, etc.
• Cruise ship terminals.
• Conveying systems, transfer towers, cranes, lighting

and stockyards, refrigerated container, terminals to
accommodate the movement of container

• Lighting systems for parking areas, roads, railway
sidings, industrial shipbuilding yard

• Conditioning and heating system
• Electrical vehicles

From different points of view, port operators and port
authorities look for competitiveness and also for profits,
with a strong focus on energy efficiency and energy saving,
which are related but different concepts (as efficiency
implies savings but the vice versa is not necessarily true).
Demand and generation have a flexible pattern in relation to
the growth of port activities.

As per Theodoropoulos [2], energy efficiency and
reduction of emissions is achieved by:
• Effective use of energy coming from traditional and

renewables generations
• Enforce a general policy aimed to achieve the main

energy objectives of the port
• Adjusting demand and supply of energy by flexible

demand management, instantaneous load shedding or
curtailment (both directions) and intelligent battery
storage [3]

• Giving priority to renewable energy as primary
resource

• Constantly moving generation and utilization of
equipment to the their respective high efficient
operating points
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• Maximizing the use of electric transportation within a
port

• Providing all operators with greater awareness on
micro-grid status and current/forecasted prices in order
to permit to anybody the correct planning of its own
technical and economic operation

Protection of a smart micro-grid from cyber-attack is
essential. A smart micro-grids is characterized by a set of
distinctive aspects (extended geographical distribution,
unmanned sub-systems, strong interaction between logical
and physical level, strong requirements on service
continuity, use of Internet communication services) that
make traditional ICT defense techniques weaker or some
time ineffective.

The sensitivity towards potential cyber-attacks increases
in proportion to the growth of the complexity of micro grid
control and intelligence, and is amplified by:
• Increasing interconnection also based on public

networks between networks and micro grids, end users
and power generation parks

• Increasing adoption of COTS (Commercial) Off-the-
Shelf products in control (operating systems, DBMS,
application software, etc.), and introduction of new
technological paradigms of the ICT sector (virtualized
systems)

• Extensive use of Internet based communication
networks

• Data volume growth available and coming from non-
homogeneous sources [4].

Technological evolutions introduce new vulnerabilities
and criticalities of security and require accurate verification
of compatibility with the requirements specified for the
management of critical infrastructures.

The security context finds an additional dimension of
interpretation in the analysis of the level of danger of
potential attackers and their motivations, objectives and
technical capabilities. The need to prevent events arising
from well-organized attackers with strong financial
capabilities, technical skills and the availability of state-of-
the-art technological tools is widely shared. These attackers
often have the ability to use "zero-day" vulnerabilities,
bypassing signature-based attack detection systems and
most current Prevention solutions / Detection of attacks.

Taking into account that the infrastructures of the
electrical micro-grid generate a high dependence of almost
all the other critical infrastructures and vital functions of the
port, it is evident the possible impact that could have for a
port a cyber-attack aimed at making these infrastructures not
operational.

In this scenario, characterized by the combination of
relevant factors, such as the logical-physical nature of the
infrastructure, the need to guarantee a high level of
continuity of service and the threat of technically competent
and well-organized attackers, more needs arise, especially in
field of attack prevention such as:

• the acquisition of feedback regarding the level of
security of the physical infrastructure

• the correlation of information coming from the ICT
security domain, physical security and Supervisory
Control and Data Acquisition (SCADA).

• requirement of very low reaction times
In this scenario, an attacker could design malicious

activities based on the contemporary perturbation of the
SCADA and of physical equipment, but it could also
operate a coordinated series of actions that could cause
unexpected behavior of the micro-grid.

This situation greatly complicates the micro-grid
security monitoring practices and the applicability of the
technologies available today in ICT field.

II. WHY A SMART MICRO-GRID

A smart micro-grid is not a new concept since many
large industrial areas and some ports are already operating
an internal electrical grid powered by internal generation
and connected to an external utility.
Irrespective of its smartness, a micro-grid consists of two
major parts: on the one hand, the electrical infrastructure,
i.e. the smart assets that generate, deliver, transform, protect
and use energy and, on the other hand, communication and
control systems, i.e., bidirectional communication and
control system (SCADA) that operates the whole electrical
smart micro-grid [5].

Most ports still use “dumb” micro-grids at certain
marginal cost, rigidity of operations, level of reliability and
resiliency. This implementation has a number of
shortcomings, such as:

• Difficulty to fully exploit the potential of internal
generation resources (often renewables such that large
arrays of Photo Voltaic (PV) modules, biogas gas fired
turbines, wind turbines, storage batteries, etc.)

• Difficulty to establish a customizable tariff policy that
meets reward and economic and technical expectation
of operators and remunerate them without tantalizing
micro-grid performance and violating contractual
requirements with the utility

• No easy way to support different control and
regulations services required by external utility and by
internal continuous activity related requirements, a fact
that has an economic impact

• Difficulty to establish a customizable tariff policy that
meets reward and economic expectation of operators
without tantalizing grid performance and exceed
contractual requirements

• Limited flexibility to server changing operators’ needs
• Less reliability and resilience of dumb micro-grid
• Small possibility to trade services and actuate policies

such as “Demand Response” (DR) and exploit “Time
of Usage Tariff” (TOU).
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A smart micro-grid generally overcomes these
shortcomings, provides many other benefits [6] and
therefore is a sensible solution to make a port an efficient
and competitive infrastructure from the energy point of
view.

Last but not least, a smart micro-grid provides a
significant contribution to the process of generating
revenues for port authority and operators. These revenues
compensate some or all of the capital and operating costs
incurred by operators during the micro-grid life cycle.

The U.S. Department of Energy (DOE) defines a micro
grid as: “A group of interconnected loads and distributed
energy resources with clearly defined electrical boundaries
that acts as a single controllable entity with respect to the
grid and can connect to and disconnect from the grid to
enable it to operate in both grid-connected or island-mode”
[7].

As stated in the “Micro-grid technology white paper”
written by Muni-Fed – Antea Group Energy Partners, LLC
in 2016, micro-grids are designed to allow delivering of
excess energy into the incumbent utility grid as well as to
import energy from the utility grid [11]. A micro-grid is a
small-scale version of the traditional utility grid designed to
optimize energy services through its intelligent pervasive
controls, they can operate completely separated (that is
islanded) from the utilities outside grid if properly sized
internal generation and storage is provided.

Therefore, economic and technical objectives are
enabling factors for a smart micro-grid deployment.
Economic objectives aim to reach cost reductions and to
stream revenues coming from operations of the smart
micro-grid, specifically arbitrage/trading, minimization of
cost associated to procurement of energy (including supply
and bilateral contracts), correct definition of procurement
contracts, avoiding penalties due to non-compliance with
contractual terms (peaks, valleys, supply of services,
emissions, etc.). Regarding the technical aspects, the
fundamental objective is to deploy a stable, resilient, cyber-
secure and reliable smart micro-grid capable of delivering
high quality energy at the best prices to operators in relation
to their past, present and forecasted behavior. These
objectives are a function of availability of functionality,
such as:
• Control at different levels capable to provide a cost

effective, reliable durable, sustainable electric system
able to serve efficiently its operators

• Enable independent (off the grid) operations in case of
external adverse electrical conditions

• Reduce risk of general electrical collapse of micro-grid
and permit faster detection, identification,
isolation/clearing of fault and fast restoration to a
normal state of operations

• Mitigate of the consequences of energy fluctuations
through dispatching energy storage and switchable
loads

• Improve energy-related operational efficiencies and
coordinated use of energy storage systems

• Ensure continuous delivery of energy
• Face the stochastic nature of renewable generation
• Reduce peak load exposed to the utility
• Enable cranes with independent (often diesel)

generation to inject excess of their generation, if
economically viable and technically reasonable, into
the micro-grid.

• Enable Vehicle to Grid (V2G) and Vehicle to Building
(V2B) operations for port fleet of electrical vehicles

• Enable deployment and sound utilization of a Virtual
Power Plant (VPP)

• Use energy normally wasted owing to braking
operation through regenerative breaking.

III. MICRO-GRID DESIGN

Micro-grid design starts from specific port specifications
like size of initial load and generation, its evolution as well
mode of utilization of external energy supplies, operation
schedules, and economic investment. Design Analysis is
supported by some forecasting methods (e.g., it is possible
to use spatial load forecasting, Support Vector Machine
(SVM), time series analysis, Kernel Auto-Regressive Model
with Exogenous Inputs (KARX), etc.

The preliminary design of electric micro-grid is done
using network analysis packages such as loads and power
flow, state estimation, stability and transient stability,
voltage profiles, contingency analysis, etc.

Design Analysis is performed under various scenarios
including the worst conditions, synchronization capability
in connected and disconnected mode. Finally, risk analysis
techniques like FMEA (Failure Mode and Effect Analysis)
and FMECA (Failure Mode and Effect and Criticalities
Analysis) are carried out as well to complete the
preliminary project and permit an objective evaluation.
These analyses are prerequisite for micro-grid risk
management.

The smart micro-grid is also designed to support a “plug
in type” approach to allow an easy horizontal and vertical
upgrade as well as a seamless addition and integration of
new equipment or replacement of existing one with a
minimum of reconfiguration of existing configuration and
reducing the risk of temporarily downgrading of the service.
While the micro-grid planning criteria may come from a
variety of sources, the most common is the need for high
grid resilience to maintain active critical services during
extended utility outages; other criteria include the
increasing use of renewables, reducing emissions, managing
energy costs and improving energy self-reliance, leading to
state government regulations and incentives. (See figure 1).
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Figure 1. Micro-grid Design

Critical (that is must serve), no-critical loads and
generating and storage farms are assigned to different
feeders. Critical feeders are powered by dedicated
generators and backed by their own storage so that
required level of operability is always ensured.

For design purposes operators are categorized as
active controllable or uncontrollable being the difference
represented by the level of controllability, capability to
respond to outside request to adjust load and/or
generation profile and finally level of local intelligence.
Design adheres to a general form of control that is
hierarchical and decentralized, that means
• Each controllable operator can operate according to

its own objective, preferences and policy
• Policy and objectives of the whole micro-grid are

established by the controller at the highest level of
the hierarchy

• A set of coordination principles takes into account
the interaction of the processors (i.e. the fact they
operate on their own according to a specific
policy).

IV. CYBER-SECURITY ASPECTS OF SMART
GRIDS

The cyber information security plays a fundamental
role in management of smart micro-grids due to their
strategic nature, since they represent the basis for the
operation of several critical port infrastructures [11].
Because of this strategic role and considering the
massive presence of intelligent components in the smart
grid sector, the cyber-security of the smart micro grids
(which includes attack prevention, detection, mitigation
and resilience) represents a challenge for the future at
the base of the research to be carried out. It is useful to
reach the definition of models that are able to quantify
potential consequences of a cyber-attack on the
electricity grid, and this in terms of pressure drops,
stability violations, and damage to equipment and / or
economic losses.

According to a joint study by Iowa State University
and the University of Illinois at Urbana-Champaign,
after an appropriate risk assessment, the next step should
be the development of an integrated set of security

algorithms that can protect the network from multiple
forms of cyber-attacks, such as denial of service attacks,
malware-based attacks, etc. Such algorithms should take
into consideration very sophisticated attacking modeled
that could potentially cause a maximum level of
damage. According to this study algorithms to mitigate
the risk of an ICT attack should be developed through
real-time correlation of the data streams and registers
obtained from substations and control centers,
algorithms that can prevent, detect and tolerate as well
as mitigate cyber-attacks [8].

The protocols used in the SCADA, such as the inter-
Control Center Communications Protocol ICCP also
known as International Electro Technical Commission
(IEC)/60870-6/Telecontrol Application Service Element
2 (TASE.2) [9], IEC 61850, Distributed Network
Protocol 3 (DNP3) [10] (derived by GE-Harris from IEC
60870-5), if not properly protected, could potentially be
used as carriers to launch cyber-attacks. This requires
secure versions of these protocols.

A. Kinds of Cyber- Attacks to Smart Grids

A first type of attacks on the grid is represented by
the "Intrusions": this type refers to exploiting the
vulnerabilities of software and communication between
the network infrastructures that then provides access to
critical elements of the system. The "Malware" instead
consists of malicious software that aims to exploit the
existing vulnerabilities in the software system,
programmable logical controllers, or protocols. Once the
malware has gained access, it will try to cause damage
in the system using the self-propagation mechanism.

The "Denial of service attacks aim to make services
or resources managed by an organization unavailable for
an indefinite period of time, denying the possibility to
legitimate users of access them. This type of attack can
aim to submerge the communication network (or a
single server) with high volumes of traffic or loads of
work to inhibit the operation of the attack lens.

Further, "Insider threats" are considered a great
danger, by virtue of the privileged position that the
potential attacker has, as it can operate from within the
organization. Finally, "Routing attacks", in which cyber-
attacks occur on internet routing infrastructures, should
not be underestimated. Although this type of attack is
not directly related to grid operations, it could have
consequences on power system applications. Generally,
it includes the following:
• Spear-phishing emails (from compromised

legitimate accounts),
• Watering-hole domains,
• ICS infrastructure targeting and credential

gathering
• Host-based exploitation,
• Industrial control
• Open-source reconnaissance
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B. Electrical Supply System: Vulnerability of Control
Systems

From a functional point of view, the micro-grids
divided into: generation and storage, transmission and
distribution.

Each functional division corresponds to systems
whose task is the control of specific machines/devices.
Each functional division has systems that control
specific machines/devices and operate using dedicated
communication signals and protocols. In this
perspective, it is clear that each control system is
subjected to specific vulnerabilities; in fact, they could
constitute vectors of threats with a consequent potential
impact on the operations of the whole supply system.
Figure 2 shows a typical cyber-physical system.

Figure 2. A typical cyber-physical system [12]

Resilience features of micro-grid control systems, includes
• Minimization of the occurrence of outages
• Mitigation of any unwanted incidents
• Minimization of the impact of outages
• Restoration of the normal working conditions of the

grid in short time.

C. Smart and Micro- Grid: Cyber- Security Aspects

Cyber-security plays a very important role as observed in
many ongoing projects, recommendations and standards, in
particular in the United States NIST (National Institute of
Standards and Technology) and within the EU by European
Network and Information Security Agency (ENISA).
However, there is currently no common approach and
technology for applications in SCADA systems and this is
even truer for the Smart Grids.

Therefore, in the specific case instead of investigating
and proposing new technologies, we try to improve the
process of defining the appropriate and measurable

requirements of cyber-security for the micro-grid in order to
define a realistic, efficient and scalable solution.

Computer security is an essential feature for the
reliability of any control system today and is to be
considered from the beginning of any project and not as an
additional final component, as it sometimes happens. On the
other hand, Cyber-Security for a smart micro-grid must be
“smart” by itself, based on cost benefit and risk analysis,
with negligible effect, if any, on performances. In this
context, it is reasonable to recommend analysing from the
beginning the specific needs of electrical equipment and the
interconnections of data exchange [13].

Nowadays, the dedicated technology for ICS (Industrial
control system) Cyber-Security consists mainly in analysis
of network traffic at connection points relevant to the
distributed control system. Current solutions range from
easily configurable systems, which require traffic rules
explicit and simple to self-learning machines that can
separate autonomously normal and abnormal traffic, after a
period of unsupervised training.

The "Defence in depth" is still at the initial stage and it's
more expensive than filtering traffic, but it increases
security of the single control nodes, independently of their
interconnected topology. This approach is expected to
become very valid, but in general it is justifiable only for
new installations, while in other cases a mix between in-
depth and filtering must be evaluated.

A good compromise for the choice has been proposed in
the standard ANSI/ISA-99 [14], based on security zones
and connection gateways. The term "Zone" means a
grouping of logical or physical assets that share common
safety requirements, based on factors such as criticality or
others. The gateway connects different zones, is able to
resist Denial of Service (DoS) or the injection of malware
via back doors and protects the integrity and privacy of
traffic on the network. The techniques of encapsulating
areas guarantee the protection of much more areas from
public networks; the deeper the encapsulation of an area is,
the greater is its security.

There are several kinds of attacks to smart grids [15]:

Disruption attacks

Attacks whose purpose is the overpressure of a service
for a certain period of time, creating an unavailability of the
same usefulness for the purposes of decision-making
processes:

• DDoS-attacks from outside targeting inside assets
(Inbound attacks)

• DDoS-attacks from inside targeting inside assets
(Internal attacks)

• DDoS-attacks from inside attacking targets outside
(Outbound attacks)

147Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-661-3

SECURWARE 2018 : The Twelfth International Conference on Emerging Security Information, Systems and Technologies

                         158 / 168



• DDoS-attacks on certain user groups (selective
harassment)

Destruction attacks

Unlike the interruption where the service can be restored
after the attack, with destruction very often the
infrastructure must be rebuilt:
• Disconnect households
• Destroy energy management
• Influence critical electrical nodes in the grid
• Alteration of sensor data
• Tamper with clock synchro

Theft
Stealing a commodity such as information to reveal to
competitors:

• Espionage
• Ruin credibility of users:
• Sell long term data:
• Bill manipulation

Extortion schemes
Extortion attempts for demanding ransom achieving the
releasing a captured:

• Commodity or service
• Threat of destruction
• Threat of DDoS
• Crypto-locker

Repurpose attacks
• Fake servers
• Proxies
• Distributed computing

D. Cyber-Security Objectives: Functional Improvements
and Processes

The objectives of cyber-security are divided into
functional improvements of process:
• Customized off-the-shelf solution, integrated into

nodes (such as firewalls, hardening mechanism, strong
authentication) and communication channels (such as
Virtual Private Network (VPN) and encryption);

• An event correlator based on an active fault tree and
supported by symptom detection technique tools
analyses incidents, identifies abnormal ones and
searches for hidden patterns among them. This event
correlator is often associated with a security console
which can be seen as a "mini security operation
centre", such as decision support for the management
of physical and logical security of the whole system.

Furthermore, non-functional objectives are associated with
the procedures, e.g.:

• A new approach to the priority of the security
requirements of logical components of Smart Grids,
based on a specific analysis of risk weighted by
appropriate critical parameters in order to identify
reasonable, effective and timely countermeasures;

• A consequent logical partition of the smart or micro-
grid in zones and communication channels that share
security requirements homogeneous, allowing to
customize cascade countermeasures.

A potential growing danger is the possibility that the
supervision and control system (SCADA) of the micro-grid
is deceived by false data coming from compromised
peripheral units (RTUs, PLCs, Smart Inverters and other
smart equipment) or through interconnections with other
systems that are the object of successful attack. It is
essential to distinguish between "genuine" data, incorrect
data, whose error depends on malfunctioning of the
peripheral instrumentation or the RTU "and data whose
origin is dubious (potentially affected by malicious attacks).
Methods for continuous monitoring of the security status of
the infrastructure, through the acquisition, analysis and
correlation of relevant data are key factors for security.

It is reasonable to use attack identification techniques
based on the continuous analysis of safety events, states,
alarms, measurements and commands coming / sent to the
SCADA, from Metering and from ICT security systems. An
appropriate use of these techniques allows to evaluate the
overall behavior of the infrastructure, highlighting
 Presence of attacks (discriminating from really

incorrect, but genuine, information)

 Changes in the level of risk.

A sophisticated attacker can attempt to modify the
behavior of a SCADA and, in particular, directly or
indirectly influence data (states, measurements, alarms) and
commands (continuous and discrete) in such a way as to
mislead the supervision and control system, protection and
operators; what would trigger improper interventions, that in
turns may be detrimental to the integrity of the equipment
and interfere with the continuity of the service.

It is necessary to use techniques for the continuous
monitoring of the safety of electrical infrastructures and to
build identification of models to detect attacks.

It is useful to focus on the definition of methods for
dynamically identifying the dependencies of the operational
process of the micro-grid towards all the technologies
served to it. In particular it necessary to study:
• the acquisition, standardization and correlation of

security events coming from SCADA systems, from
ICT systems with these correlated, from physical
security systems
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• determination of the stability status of the micro-grid
by evaluating the data acquired in real time by the PV,
systems

• the continuous monitoring of all the parameters
describing the safety status of the logical, physical
structures and the level of regularity and stability of
the operational process, with a view to their
correlation.

V. CONCLUSIONS AND FUTURE WORKS

The use of smart micro grid is to be promoted as a key
element for port competitiveness and compliance with
environmental regulations. Proper design of the micro-grid
leads to benefits of port authority, port operators and
external electrical utilities. It is important that the control
and management structure reflects the organization and
operation logics of port infrastructures, a fact that generally
leads to a distributed hierarchical structure and a pervasive
distribution of intelligence. Electrical and financial analysis
supported by powerful forecasting tools is required to
specify and deploy a micro grid that fit well with current
and future requirements of the port. Modularity and
upgradability is equally important as well as very friendly
mode of operations.

Equally important is the cyber protection of the micro
grids either in its smart equipment and control and
information systems. This protection entails to points:
defense of the information and control system as well as of
communication infrastructure and recognition of electrical
status that is not genuine and that would trigger dangerous
control.

At the state of the art, in the face of a wide diffusion of
solutions for the centralization and correlation of
information security events it is possible to approach the
problem using currently available technologies and planning
developments aimed at extending the capacity of existing
solutions.

Comprehensive control system with specialized
optimizations tools needs to be developed together with
sophisticated monitoring techniques. The role of forecasting
and modeling cannot be neglected and its importance stems
either or from management requirements or security model
based constraints.

It should be noted that early recognition (in the order of a
few minutes) may be sufficient to undertake protective
actions and to initiate the resumption of operations. For
instance, it is important to design and develop monitoring
techniques capable of assessing whether and to what extent
the monitored system is deviating from the normal state due
to causes not due to actual failures or malfunctions. Equally
important is development of optimization methods that
decouple high and low level of control (that is port authority
and port operators) and compensate individual behavior in
line with high level policy and objectives.

Finally, a powerful but easily usable modeling and
evaluation techniques is recommended to help port authority
and operator to devise the best and long lasting solutions.
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Abstract—Critical infrastructures (CIs) have become more and
more interconnected in the recent past. Disturbances in one affect
many others and consequences tend to become unpredictable due
to manifold interdependencies and cascading effects. A decent
amount of various stochastic models has been developed to
capture this uncertainty and aid the management of security
and risk. However, these models are not frequently used in
practice, not to the least because many experts feel that there
is a gap between theory and practice. In this article, we illustrate
how to apply such a model by investigating the situation of a
water provider that is part of an entire network of CIs step
by step and describe the results of the analysis. While the data
used is for illustration purpose only and describes the situation
of a fictitious water provider, the assignments are based on
several discussions with experts from the field. Besides pure
damage prevention, simulations of incident propagation may be
of independent interest for trust management and reputation.

Keywords–critical infrastructure; dependencies; stochastic
model; risk propagation; water supply.

I. INTRODUCTION

Critical infrastructures such as power or water providers,
food systems, health care and transportation networks satisfy
the basic needs of society. Each of them is crucial for the
functionality of a society and significantly contributes to the
economic welfare of people as well as their security. During
the last years, mutual dependencies among CIs have become
stronger; e.g., a hospital depends on electricity, water, food
supply and working transportation lines. The increasing sensi-
tivity of this network of connected CIs has been illustrated
in the past by incidents such as the disruption of electric
power in California in 2001 [1], the power outage in Italy
in 2003 [2] or the hacking attack on the Ukrainian power
grid in 2015 [3], only to name a few. The dependencies are
getting more complex in nature, i.e., a water provider does
not only need electricity for the pumps but also to keep
the monitoring systems, e.g., Supervisory Control and Data
Acquisition (SCADA) systems or Industrial Control Systems
(ICSs), running. This increasing complexity makes it even
harder to predict the consequences of a limited availability of
one CI on other connected CIs. This is the main reason why
we apply a stochastic model to investigate the consequences
of interdependencies on the impact of a risk. Since electricity
is a commonly fundamental provider for many CIs built on
top, we pick the water supply as one example of these, to
illustrate how incidents like the reported ones could affect a
water provider depending on electricity (amongst others). More

complex examples like hospitals are conceptually similar yet
substantially more complex to describe, and are thus outside
the scope of this current work.

Incidents of interest for simulation can be of various kind,
including natural events, but also man-made unwanted inter-
ventions like cyber-attacks or human error. Especially cyber-
attacks have recently (in 2016) been moved into the center
of attention by the EU Directive 2016/1148 on cyber security
[4]. The consequences of cyber incidents primarily relate to
matters of privacy breaches and communication infrastructures,
yet extend up to potential dangers of damaging infrastructures
through cyber-attacks causing malicious configurations to vital
parts of the system (such as the Stuxnet worm did). We stress
that this kind of incident is its own kind of challenge to de-
scribe in the terms of the model that we study, yet no different
in the simulation. To ease matters in the following, we thus
confine ourselves to physical events and dependencies, leaving
aspects of cyber-dependencies as straightforward adaptions.

Related Work

The increasing interest in interconnections and dependen-
cies between CIs (and the effects on other utility providers)
yields a growing number of publications investigating these
dependencies. Various methods are used, including Hierarchi-
cal Holographic Modeling (HHM) [5], a multi-graph model
for random failures [6] or input-output models [7]. Due to
the unpredictability of consequences, stochastic models gained
a lot of attention. A Interdependent Markov Chain (IDMC)
model is used to describe cascading failures in interdependent
infrastructures in power systems [8], where every infrastruc-
ture is described by one discrete-time Markov chain and the
interdependencies between these chains are represented by de-
pendencies between the corresponding transition probabilities.

A stochastic model that allows different degrees of failure
while still being easy to implement is introduced in [9]. To
some extent, simulation methods are available, e.g., [10], and
allow comparing of different models for specific situations.
Motivated by recent incidents, there is also a growing interest
in the resilience of critical infrastructures [11]. An overview on
models on interdependent CIs is presented in [12], while [13]
gives an extensive overview on different models on cascading
effects in power systems and presents a comparison of the
various approaches.

When it comes to the domain of water supply and water
providers as CIs, the amount of research seems to be more
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limited. In the context of the water sector, some research has
been focusing on the security weaknesses of ICSs and SCADA
systems and how to find good practices for water providers
[14]. Further, effects of an Advanced Persistent Threat (APT)
on a water utility provider have been investigated in [15] and
[16] due to the increasing number of incidents based on such
complex attack strategies. However, there is only little research
specifically looking into the situation of a water provider
depending on and influencing CIs in its vicinity.

Paper Outline

The remainder of this article is organized as follows: Sec-
tion II describes the considered use case, Section III analyses
the use case, which is further discussed in Section IV and
Section V provides concluding remarks.

II. THE SITUATION OF A WATER PROVIDER

We describe the situation of a hypothetical water provider
that we are going to analyze in the next section. Therefore,
we are using information which is obtained from discussions
with experts from a real-life water provider. The main goal
is to illustrate how to analyze the consequences of a risk
scenario affecting a CI that is part of a entire network of
interdependent CIs. We investigate a utility organization that
provides water to more than one hundred municipalities in
its surrounding region. The main focus lies on availability
of drinking water as well as on the water quality. In order
to ensure a sustainable water quality, the provider supports
water processing and sewage cleaning by an ICS. For our use
case, we assume the existence of a well and a river head, each
supported by a pump that conveys the water to the plant where
it is further treated (e.g., undesired chemicals are removed or
minerals added). A further source of water is a mountain spring
nearby. Due to the geography of the landscape transportation
paths are short and the number of necessary lines is low. A
number of reservoirs are available to ensure supply with water
needed to extinguish fire.

Further, the water provider depends on an transportation
system, in particular on roads, e.g., to be able to check wells
and springs. As any other CI, a water provider crucially
depends on electricity (e.g., electric pumps). An internal power
plant contributes approximately 30% of the required energy
while the rest comes from external providers. Redundancy in
the system and an existing emergency power supply help to
mitigate this dependency on an electricity provider. In case of
a (temporary) interruption of electricity, the utility provider is
able to guarantee supply with drinking water up to three days
due to available emergency power.

On the other hand, the water provider is important for a
number of other infrastructures. In particular, it supplies drink-
ing water to hospitals and grocery stores but also cooling water
for hospitals and industrial companies. The actual importance
of each of these connections can only be assessed by the CIs
that depend on the water provider, which requires discussions
with the corresponding experts and thus goes beyond the scope
of our use case. A visualization of the use case is given in
Figure 1.

Based on a desktop research and discussions with experts,
the following risks have been identified as the most significant
ones for a water provider:

• R1: flooding

• R2: extreme weather conditions

• R3: leakage of hazardous material (water contamina-
tion)

In order to analyze the effects of a realization of one of
these risks, we performed a qualitative risk assessment with
experts from the water domain. The next section presents the
results of this assessment together with a discussion on the
consequences of such an incident.

III. MODEL-BASED ANALYSIS OF AN INCIDENT

The situation of the fictitious water provider described
above will be analyzed in this section to illustrate how a
practical risk analysis based on a theoretical model can be
conducted. Based on the stochastic dependency model between
CIs [9], consequences of an incident are simulated and the
results are then visualized and discussed. All the assessments
and estimates given in this paper are of illustrative use only,
since it is not possible to disclose the water provider’s original
sensitive data. However, the data used is based on discussions
with experts of the field to be as realistic as possible.

The model we apply is aligned with standard risk as-
sessment methods like ISO31000, and considers a set of
interdependent assets, being individual parts of a CI; a water-
provider in our case. The water provider maintains a list of
assets, each of which can be affected by a certain risk scenario.
Each asset carries, among others, the following information:

• Criticality: How important is the asset for the overall
function of the CI (a related question is that on the im-
portance of the CI itself for other depending CIs or the
society itself. Such assessments are outside the scope
of this article, yet briefly sketched in Section IV to
illustrate a possible post-processing of the simulation
that we will describe later).

• Dependencies: How critical is the asset for the func-
tionality of other related assets? E.g., how important
is the mountain spring or well for the water plant
(i.e., how much of the water supply is covered by the
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Figure 1. Visualization of Water Use Case
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spring, how much is covered by the well, etc.)? How
important (e.g., for control and signalling matters)
would the company communication or office network
be for the service as such, if an outage by a cyber
incident or attack occurs?

• Status indicator: In normal operation, the assets would
all be in working state, but can be in several other
states, too (e.g., maintenance). For the risk assessment,
the status can be related to the impact when the
asset is affected. We shall use the scale {1, 2, 3}
to express increasing degrees of affection, ranging
from status 1 =“working” up to the worst case
status 3 =“outage”, with the intermediate status level
expressing anyhow limited functionality. More status
levels are of course admissible, yet not used hereafter
for the sake of simplicity.

Remark 1: It is important to stress that we use the general
term “asset” as a link to standard risk management literature.
As such, the term is appropriate for risk management within a
CI. Adopting a more high-level perspective, such as national
authorities may have, their view is on a whole network of
CIs, such as power providers, hospitals and water suppliers,
with those again depending on each other and so forth. From
this high level perspective, a CI is itself an “asset” to the
country/nation itself, and we can synonymously exchange the
terms CI and asset. Since our focus in this work is on risk
management from a single CI provider’s perspective, we will
hereafter use the term assets.

The simulation model will assume a certain incident to
“just occur”, which in the first place affects some assets by
putting them from functional into affected or even outage
state. The simulation then uses the dependency information
to update the status of related (dependent) assets accordingly,
where each asset may undergo individually different status
changes, depending on the importance of the other asset (e.g.,
a mild affection may occur if the failed asset provides only a
small part of the supply, or a severe affection may occur if an
asset vitally depends on another yet failed asset). This reveals
cascading effects, i.e., indirect impacts of a realization of a
risk scenario.

The status transitions are generally probabilistic to cover
cases of deterministic dependency (e.g., such as a pump con-
tinuously depending on electricity supply), and probabilistic
dependencies (e.g., such as water supplies can temporarily be
covered from backup water reservoirs). The main duty of the
modeling then boils down into two major tasks:

1) Enumerate all assets and identify their interdependencies
as detailed as possible. Hereafter, we let the arrow nota-
tion A → B denote a dependency of asset B on asset
A (cf. Figure 1, e.g., where the pump B depends on the
water A, and similar).

2) Use this information to specify probabilities for status
changes in a dependent asset B, if the provider asset A
has a status 6= 1 (i.e., any abnormal condition, not in
normal working state).

The first of these two steps is typically a matter of compil-
ing information that is already known and available to the CI
provider. The actual difficulty is the specification of transition

probabilities in step two of the above. We believe that this is
a general issue in any probabilistic model (not only applying
to [9] but also to many others of the references). Nonetheless,
the remainder of this work will discuss both aspects in order
of appearance.

A. Identification of Dependencies

In the beginning, it is necessary to identify all dependencies
between the different components of the system. This is not
limited to visible (physical) connections but also includes
logical connections as in the case of a control system. During
the upcoming analysis, it is necessary to assess every link
between two components. If the network is large, it may be
handy to classify dependencies according to their properties
and assign values to every class of connection. In our small
example, we refrain from categorizing the connections but
rather assess every single connection.

B. Expert Assessment of Risks

Once the various components and the interdependencies
have been identified, we focus on the assessment of the
considered risks and its consequences of a realization in the
network. The risk assessments are based on discussions with
domain experts that rate each risk as “negligible”, “low”,
“medium”, “high” or “very high” while the recovery time is
either rated as “short”, “medium” or “long”. The assessments
are given in Table I.

TABLE I. OVERALL LIKELIHOOD ASSESSMENT FOR RISKS

Risk Occurrence Failure Impairment
R1: flooding medium negligible negligible
R2: extreme weather

conditions
medium negligible medium

R3: leakage of
hazardous material

low negligible medium

A flooding may affect single sites (e.g., a well), but is not
critical for the overall functionality for the water supply as re-
cent incidents like the flooding in central Europe in 2013 have
shown. Still, single wells and springs may be used only partly
as water may be contaminated by particles (germs, bacteria
and others) induced by the flood. Depending on the degree
of contamination, water can be boiled to make it drinkable.
However, if this is not enough to ensure drinking water quality,
the water needs to be purified technically which is a costly and
time-consuming process. A realization of risk R1 may thus
yields a limited operation of wells and springs. The risk of
an extreme weather situation needs to be considered in further
detail based on the type of weather condition. Heavy rain is not
a severe problem in our case, since the main source of the water
provider is groundwater. It might cause smaller damage to the
infrastructure, but will not interrupt water supply. As another
extreme, droughts need to be considered, since they are likely
to become more frequent in the future. Various sources may
dry up, such as rivers or wells, so we may assume (here) that
at least some sources like ground water remain available. The
drought implies an increased water consumption and yields to
peak consumptions that in turn challenge the infrastructure.
The peaks will cause additional costs for the provider but are
not considered here any further since this does not affect other
parts of the system. As a realization of R2, we assume an
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extraordinarily dry period, causing the well to produce only
limited outcome while groundwater is still available; due to
the drought, water consumption increases significantly at the
same time. The realization of this risk may thus be similar as
in the previous case which is why we combine the analysis
with that of risk R1.

The assessments related to leakage of hazardous material
are challenging as the impact of such an event highly depends
on the extent of the leakage. E.g., a bounded contamination is
not a severe issue as long as the water network is close-meshed
(i.e., there is enough redundancy in the network). Nevertheless,
if groundwater or several wells are affected, water purification
may take several months. Similarly as for the risk of flooding,
the amount of hazardous material that has leaked matters a
lot. For our use case, we assume that a limited amount affects
some parts of the countryside used for water extraction so
that a realization of risk R3 affects the mountain spring. As
contamination is a serious problem, we assume the spring
switches into the worst state 3.

For our illustrative example, we here assume a scenario
where communication is limited due to some internal prob-
lems. After some time, a realization of risk R2 (an extremely
dry period of time) or of risk R3 (a contamination) yields
to limited availability of the river source. In the remainder we
model the consequences this event has on the other components
of the water network. Note that the respective risks, say outages
or resource shortages, may also be triggered by cyber-events,
e.g., if a hacker switches off the pump or configures the
systems towards reduced or zero supply volumes. As such,
cyber events may constitute their own risks, but may also be
reasons for risk scenarios to “kick in”.

C. Discussions of Consequences of an Incident

While the simulation is able to describe the propagation
of the consequences of an incident, the analysis of the overall
impact on a specific CI requires knowledge about the effect of
a failure of one single component. In particular, it is necessary
to estimate how likely it is that a problem or a failure in one
component affects the dependent components. These values
can be estimated from two sources of information: data from
past incidents and expert knowledge. The first source is of
limited use when working with critical infrastructures since
only few data is known (and even less is publicly available).
As for the second source, experts may struggle or be reluctant
to estimate precise values, despite their profound knowledge
about the infrastructure. Systematic approaches like the Delphi
method can help with this issue [17].

Aware of this problem, we avoid asking for exact estimates
but rather look for an assessment on a qualitative scale, as
is typically recommended in risk management (e.g., by the
German Federal Office for Information Security (BSI) [18]).
However, this yields to the problem of estimating a whole
distribution (namely, all the likelihoods of changing to any
of the possible states) from a few qualitative values. In this
section, we show one way to approach this problem without
pretending an accuracy that cannot be achieved in real life.

In order to determine the transmission probability tij , a CI
needs to answer the following question:

If your provider is in state i, how likely is it that this
will put you into state j?

Since this is usually hard to answer, we replace it by two
simpler questions, namely

1) “If your provider is in state i, what is the most likely state
j that you will end up with upon this incident?”

2) “How certain are you about your assessment?”

The answers can be chosen from a set of predefined values,
namely the number of states {1, . . . , k} for 1) and a set
of possible confidence levels for 2). If the expert is unsure
about the consequences, we still assume that he has an idea
about the intensity of the consequences, i.e., if the expected
consequences will be very bad or close to negligible. Because
of this, we assume that in the case of uncertain assignments
similar values as the predicted one are also possible.

This additional assignment of an assurance value is of
twofold benefit. First, it takes pressure form the expert and
allows him to choose the answer “I don’t know” (represented
by the statement that he is totally unsure about the prediction).
Second, this information can be incorporated into the analysis
by assigning some likelihood to neighboring values. We pro-
pose the following heuristic on an ordered scale of severity:

• If confidence is high (“totally sure”), assign all likeli-
hood to the predicted value j from question 1 above.

• If confidence is medium (“somewhat unsure”), assign
likelihood to direct neighbors j − 1 and j + 1 (as far
as they exist on the scale) such that these are half as
likely as the predicted value j.

• If confidence is low (“totally unsure”), assign the same
likelihood to all possible values, i.e., choose a uniform
distribution over all potential outcomes.

So, for the case of three possible states and the levels of
assurance (i.e., the possible answers to question 2) form above)
be “totally sure”, “somewhat unsure” and “totally unsure”
we take the uncertainty about the assessment into account as
follows: if the expert chooses “totally sure”, we assign the
likelihood to the proposed status and all other states have
a probability of zero. If he chooses “somewhat unsure”, we
assign some likelihood to the two neighboring states (i.e., the
next smaller and the next larger integer). If we can assume a
symmetric situation where a deviation to both sides is equally
likely, one approach is to assign to both neighbors half the
likelihood of the predicted value. Finally, if the expert chooses
“totally unsure”, we assume a uniform distribution over all
possible states, representing the situation where we do not have
any information at all. The described mapping from a predicted
value and a level of uncertainty is explicitly given in Table II.
In this table, a triple (p1, p2, p3) represents the distribution over
the three possible states, so state k is assumed with probability
pk (k = 1, 2, 3). These estimated distributions then build up
the rows of the transition matrices.

As it is quite difficult in practice to make predictions
that are totally sure, we incorporate a small chance of an
error even for these assessments. That is, we always assign
a small probability ε to the states nearest to the predicted
one, as exemplified in Table III. This makes the model more
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TABLE II. DISTRIBUTION OVER THE CI’S POSSIBLE NEXT STATE BASED
ON THE EXPERT’S ASSIGNMENT

prediction totally sure somewhat unsure totally unsure
1 (1,0,0) (2/3, 1/3, 0) (1/3,1/3,1/3)
2 (0,1,0) (1/4, 2/4, 1/4) (1/3,1/3,1/3)
3 (0,0,1) (0, 2/3, 1/3) (1/3,1/3,1/3)

realistic and takes some pressure from the experts performing
the assessment.

TABLE III. DISTRIBUTION OVER POSSIBLE NEXT STATE WITH POTENTIAL
ERROR

prediction totally sure somewhat unsure totally unsure
1 (1− ε, ε, 0) (2/3, 1/3, 0) (1/3,1/3,1/3)
2 (ε/2, 1− ε, ε/2) (1/4, 2/4, 1/4) (1/3,1/3,1/3)
3 (0, ε, 1− ε) (0, 2/3, 1/3) (1/3,1/3,1/3)

In the upcoming analysis we will consider the cases
ε = 1%. We discussed several scenarios with experts from
the field to understand the dependencies between the different
assets. The assessments are given in Tables IV, V and VI. We
measure the impact on a three-tier scale “negligible” (state
1), “medium” (state 2) and “high” (state 3) while the experts’
confidence in the provided prediction is described as “totally
sure”, “somewhat unsure” or “totally unsure”. Note that these
assessments are made for one specific connection and neither
contain information about potential substitutes (e.g., if several
pumps are available) nor the option of repair or recovery. It
is only concerned about the nature of a specific dependence
between two assets.

D. Simulation of Incidents

The input to the simulation is a network graph of connected
critical infrastructures, where each component of the CI is in
one specific state. This graph essentially resembles the picture
in Figure 1, and augments each node with a matrix indicating
the status change probabilities for each dependency and over
time. The time aspect accounts for the fact that short-term
outages of a provider may have different impact than long-
term outages. E.g., if a power supply goes off, then emergency
power supplies may cover for a limited time, thus causing no
immediate service interruption. Consequently, the likelihood

TABLE IV. SHORT TERM IMPACT ASSESSMENT

Link Problem Prediction Confidence
pump → limitation negligible totally sure
water plant failure negligible totally sure
mountain spring → limitation negligible totally sure
water plant failure negligible totally sure
communication → limitation medium somewhat unsure
water plant failure negligible totally sure
water reservoir → limitation negligible totally sure
water plant failure negligible totally sure
well → limitation negligible totally sure
well pump failure negligible somewhat unsure
communication → limitation medium somewhat unsure
well pump failure negligible totally sure
river → limitation negligible totally sure
river pump failure negligible somewhat unsure
power grid → limitation negligible totally sure
river pump failure negligible totally sure
river pump → limitation negligible totally sure
water reservoir failure negligible totally sure

TABLE V. MEDIUM TERM IMPACT ASSESSMENT

Link Problem Prediction Confidence
pump → limitation negligible totally sure
water plant failure negligible somewhat unsure
mountain spring → limitation negligible totally sure
water plant failure negligible somewhat unsure
communication → limitation negligible totally sure
water plant failure negligible totally sure
water reservoir → limitation negligible totally sure
water plant failure negligible somewhat unsure
well → limitation medium somewhat unsure
well pump failure high somewhat unsure
communication → limitation negligible totally sure
well pump failure negligible totally sure
river → limitation medium somewhat unsure
river pump failure high somewhat unsure
power grid → limitation negligible totally sure
river pump failure negligible totally sure
river pump → limitation negligible totally sure
water reservoir failure negligible somewhat unsure

TABLE VI. LONG TERM IMPACT ASSESSMENT

Link Problem Prediction Confidence
pump → limitation negligible totally sure
water plant failure medium somewhat unsure
mountain spring → limitation negligible totally sure
water plant failure medium somewhat unsure
communication → limitation negligible totally sure
water plant failure negligible totally sure
water reservoir → limitation negligible totally sure
water plant failure medium somewhat unsure
well → limitation medium somewhat unsure
well pump failure high totally sure
communication → limitation negligible totally sure
well pump failure negligible totally sure
river → limitation medium somewhat unsure
river pump failure high totally sure
power grid → limitation negligible totally sure
river pump failure high totally sure
river pump → limitation negligible totally sure
water reservoir failure medium somewhat unsure

for a pump, having an emergency supply, to go into outage
state 3 if the electricity goes off is zero for the first couple of
hours, and changes to 1 if the emergency generator runs out of
fuel, unless the original power supply has been fixed. However,
the same pump is vitally dependent on its water source, and
if this runs dry, the pump will immediately go into outage
state 3. Therefore, the simulation will need a state transition
probability matrix per dependency A→ B and depending on
the time scale.

The simulation prototype we developed [19] embodies
this by taking three such matrices, one for short-term, one
for medium-term and one for long-term effects in which the
probabilities tij = Pr(B is in state j|A switches into state i)
describe the transition regime.

While the general model allows a recovery (i.e., switching
back into a better status), this is not yet implemented in the
current version of the prototype.

IV. RESULTS OF THE ANALYSIS

In a nutshell, the simulation delivers at least three output
artifacts:

1) Textual sequence of events with time stamps, and showing
the status of all assets at the given time (such lists
are usually extensive and are thus not presented here
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Figure 2. Example simulated time line for a water plant and its components

for space reasons). They are the basic data to compute
further information for the risk management, such as the
following:

2) Time-lines showing the evolution of the impact on differ-
ent assets over time. Figure 2 shows an example for nine
components in Figure 1.

3) Information about chances on when to expect status
changes. Figures 3 and 4 show examples, with explana-
tions to them and the preceding points following below.

Given a set of simulated scenarios, we can average the final
states per asset to reflect the likelihood of this part of the CI (or
CI network) to become affected (in a degree expressed by the
state). For visualization, we apply color codes, ranging from
green (symbolizing a working state) to red (symbolizing an
outage), alerting about the criticality of the current condition.
Numerically, the simulation results can be summarized as a
table that lists the number of components which are on average
in any of the possible states. We use OMNeT++ as a tool to
support the visualization and execution of our simulation.

Various additional outputs are possible, such as plots of
time-lines relating to a single simulation run. This would
display the times when a CI asset changes its state, and would
show the temporal “evolution” of the cascading impacts. Figure
2 shows an example result for one simulation run.

If numerous simulations are conducted, we can compile the
resulting state transition times into an empirical distribution,
to learn the expected, median, mode or other characteristic
feature of the time when an asset goes into malfunctioning
state. E.g., we can measure the expected time until an outage
of an asset. Figures 3 and 4 display examples of such a
simulation output. Based on this data, we can easily compute
the average, i.e., expected, time for a transition from working
(1) → outage (3), for the asset “water plant” to be slightly
less than five days (with and without the uncertainty of ε
artificially added to the expert assessment; cf. Table III). In
our example, introduction of a small uncertainty yielded to a
different empirical distribution of the transition times. If this
difference is significant needs to be checked in detail and is
beyond the scope of this work but it indicates that potential
errors need to be taken into account (just as the concept of
trembling hand equilibrium does for game theory) and should
not be ignored when analyzing cascading effects.

Usually, the state itself is not exactly a measure of real
impact, and needs conversion into a measurable number for
management matters. The simulation output will thus in most
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Figure 3. Simulated histogram of 1 → 2 state change times
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Figure 4. Simulated histogram of 1 → 3 state change times

cases undergo a post-processing that translates the status into
a set of facts about what this status actually means, based on
the criticality of the asset.

As for the case of a water utility provider, the degree of
damage could depend on the number of affected customers, the
time needed to fix the issue, the amount of resources needed to
cover the outage, and so forth. Table VII displays an example
of such a classification using artificial numbers (for obvious
reasons of real data’s sensitivity, as already pointed out above)
to characterize criticality levels in numeric ranks. In general,
criticality levels may also have different meaning for individual
scenarios; e.g., if a pump or water tower fails for one day, the
criticality may be higher than if water is contaminated, since
in the latter case, households can be advised to boil the water
before drinking it, whereas if the pump fails, the household
would be cut off from water supply completely.

Knowing which parts of the CI network fail at which times
and for how long it is a simple matter to apply conditions as
exemplified in Table VII to determine the criticality level for
this single round of simulation.

Repeating this procedure for many times and recording the
relative frequencies of occurrence for all criticality levels, we
end up with probabilities for each criticality level as pi :=
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TABLE VII. DETAILED DESCRIPTIONS OF CRITICALITY LEVELS

Incident scenario
Criticality level 1 #1 #2 #3 ...

No. of affected households < 1000 1001...5000 ... ...
duration of problem < 1 day 1...7 days ... ...

costs to fix it (per hour) 100 150 ... ...
...

...
...

. . .
Criticality level 2 1 2 3 ...

No. of affected households
duration of problem

costs to fix it (per hour)
...

Pr( criticality level i). These likelihoods quantify the odds for
running into a certain amount of trouble in a given scenario.
Partitioning the range [0, 1] into a fixed set of levels, say in
thirds, we can convert these probabilities into warning levels.
That is, if criticality level 2 occurred in a fraction of 60%
of the simulated runs, p2 ≈ 0.6 falls into 1/3 < p2 < 2/3,
giving middle warning level (e.g., yellow alert). Likewise, if
criticality level 1 occurred in 90% of the simulation runs, then
criticality level 1 has warning level 3 (red alert) in the final
output.

It must be kept in mind that the simulation cannot provide
any detailed information about the likelihood for an incident
as such to occur; the simulation starts straight away from the
given scenario that is assumed to have happened.

V. CONCLUSION

A major challenge in the simulation of critical infrastruc-
tures is the expert assessment of probabilities for a stochastic
simulation. In this context and for the example given in this
article, it is important to specify dependencies on a local
level only, meaning that the opinion must be formed with
consideration on only directly dependent assets, and not the
overall CI, since this is the purpose of the simulation. We
stress that these dependencies are not constrained in nature
and physical and cyber-aspects of a CI can be unified under
the same modeling framework. Thus, simulation methods like
the described one aid even a holistic cyber-physical view
on incident propagation in a CI, if dependencies between
physical assets (e.g., a hospital) and cyber assets (e.g., the
telecommunication network on which the hospital relies for
emergency communication and signalling) are included in one
model.

An independent difficulty lies in assessing the temporal
aspects like the meaning of short-term, medium term and
long-term impacts. Certainly, these need to be distinguished,
but good heuristics or models to support experts in these
regards are rarely available. Polling multiple experts here
creates the additional challenge of unifying opinions from
different domains, say from experts on the physical matter
(like water), vs. people specialized in cyber-security (none
of which is necessarily skilled in the other’s domain). Ag-
gregating such different assessments into a single value for
a simulation is a matter of opinion pooling and subject of
supplementary research related to ours (e.g., [20]–[23]). As for
future research, it is thus required to develop models that help

parameterizing other models. Matters of describing system
dynamics are well understood, but helping experts cast their
domain knowledge into reasonable figures for a simulation is
a challenge on its own. The main contribution of this work
is the almost complete picture of the work flow, not least
to display the difficulties besides the potential of simulation-
based risk analysis in critical infrastructures. While many
sophisticated methods of modeling exist, matters of using
such models have received significantly less attention. Our
discussion, though based on a concrete example and method,
covers issues of wider applicability. Extending and studying
possibilities to make stochastic models more useful is, in our
view, an important and promising direction of future research.
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