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DATA ANALYTICS 2018

Forward

The Seventh International Conference on Data Analytics (DATA ANALYTICS 2018), held
between November 18, 2018 and November 22, 2018 in Athens, Greece, continued the series
on fundamentals in supporting data analytics, special mechanisms and features of applying
principles of data analytics, application-oriented analytics, and target-area analytics.

Processing of terabytes to petabytes of data, or incorporating non-structural data and
multi-structured data sources and types require advanced analytics and data science
mechanisms for both raw and partially-processed information. Despite considerable
advancements on high performance, large storage, and high computation power, there are
challenges in identifying, clustering, classifying, and interpreting of a large spectrum of
information.

The conference had the following tracks:

 Application-oriented analytics

 Big Data

 Sentiment/opinion analysis

 Data Analytics in Profiling and Service Design

 Fundamentals

 Mechanisms and features

 Predictive Data Analytics

 Transport and Traffic Analytics in Smart Cities

We take here the opportunity to warmly thank all the members of the DATA ANALYTICS
2018 technical program committee, as well as all the reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and effort to contribute to DATA
ANALYTICS 2018. We truly believe that, thanks to all these efforts, the final conference program
consisted of top quality contributions.

We also gratefully thank the members of the DATA ANALYTICS 2018 organizing committee
for their help in handling the logistics and for their work that made this professional meeting a
success.

We hope that DATA ANALYTICS 2018 was a successful international forum for the exchange
of ideas and results between academia and industry and to promote further progress in the
field of data analytics. We also hope that Athens, Greece, provided a pleasant environment
during the conference and everyone saved some time to enjoy the historic charm of the city.
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Utilizing Data Analytics to Support Process Implementation in Knowledge-intensive 
Domains 

Gregor Grambow 
Computer Science Dept. 

Aalen University 
Aalen, Germany 

e-mail: gregor.grambow@hs-aalen.de 
 

Abstract— In recent times, knowledge-intensive activities and 
processes have become more and more important in various 
areas like new product development or scientific projects. Such 
processes are hard to plan and control because of their high 
complexity, dynamicity, and human involvement. This imposes 
numerous threats to successful and timely project execution 
and completion. In this paper, we propose an approach to 
support such processes and projects holistically. The basic idea 
is to utilize various kinds of data analytics on different data 
sets, reports, and events occurring in a project. This data can 
be used to fill the gap between the abstract process planning 
and its dynamic operational enactment. That way, processes 
can be technically implemented and supported in complicated 
knowledge-intensive domains and also adapted to changing 
situations.  

Keywords-data analytics; knowledge-intensive projects; 
process implementation. 

I.  INTRODUCTION 
In the last decades, the number and importance of 

knowledge-intensive activities has rapidly increased in 
projects in various domains [1][2]. Recent undertakings 
involving the inference of knowledge utilizing data science 
and machine learning approaches also require the 
involvement of humans interpreting and utilizing the data 
form such tools. Generally, knowledge-intensive activities 
imply a certain degree of uncertainty and complexity and 
rely on various sets of data, information, and knowledge. 
Furthermore, they mostly depend on tacit knowledge of the 
humans processing them. Hence, such activities constitute a 
huge challenge for projects in knowledge-intensive domains, 
as they are mostly difficult to plan, track and control.  

Typical examples for the applications of such activities 
are business processes in large companies [1], scientific 
projects [3], and projects developing new products [4]. In 
each of these cases, responsibles struggle and often fail to 
implement repeatable processes to reach their specific goals. 

In recent times, there has been much research on data 
storage and processing technologies, machine learning 
techniques and knowledge management. The latter of these 
has focused on supporting whole projects by storing and 
disseminating project knowledge. However, projects still 
lack a holistic view on their contained knowledge, 
information and data sets. There exist progressive 
approaches for storing data and drawing conclusions from it 
with statistical methods or neural networks. There also exist 

tools and methods for organizing the processes and activities 
of the projects. Nevertheless, in most cases, these approaches 
stay unconnected. Processes are planned, people execute 
complex tasks with various tools, and sometimes record their 
knowledge about procedures. However, the links between 
these building blocks stay obscured far too often.  

In this paper, we propose a framework that builds upon 
existing technologies to execute data analyses and exploit the 
information from various data sets, tools, and activities of a 
project to bring different project areas closer together. Thus, 
the creation, implementation, and enactment of complex 
processes for projects in knowledge-intensive domains can 
be supported.  

The remainder of this paper is organized as follows: 
Section II provides background information including an 
illustrating scenario. Section III distils this information into a 
concise problem statement. Section IV presents an abstract 
framework as solution while Section V provides concrete 
information on the modules of this framework. This is 
followed by an evaluation in Section VI, related work in 
Section VII, and the conclusion. 

II. BACKGROUND 
In the introduction, we use the three terms data, 

information and knowledge. All three play an important role 
in knowledge-intensive projects and have been the focus of 
research. Recent topics include research on knowledge 
management and current data science approaches. Utilizing 
definitions from literature [5], we now delineate these terms 
in a simplified fashion: 

• Data: Unrefined factual information. 
• Information: Usable information created by 

organizing, processing, or analyzing data. 
• Knowledge: Information of higher order derived by 

humans from information. 
This taxonomy implies that information can be inferred from 
data manually or in a (semi-)automated fashion while 
knowledge can only be created by involving the human 
mind. Given this, knowledge management and data science 
are two fields that are complementary. Data science can 
create complex information out of raw data while knowledge 
management helps the humans to better organize and utilize 
the knowledge inferred from that information. 

Processes in knowledge-intensive domains have special 
properties compared to others, like simple production 
processes [6]. They are mostly complex, hard to automate, 
repeatable, can be more or less structured and predictable 

1Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-681-1
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and require lots of creativity. As they are often repeatable, 
they can profit from process technology enabling automated 
and repeatable enactment [7]. 

In the introduction, we mentioned three examples for 
knowledge-intensive processes: scientific projects, business 
processes in large companies and new product development. 
We will now go into detail about the properties of these.  

In scientific projects, researchers typically carry out 
experiments generating data from which they draw 
knowledge. The amount of processed data in such projects is 
rapidly growing. To aid these efforts, numerous technologies 
have been proposed, on the one hand for storage and 
distributed access to large data sets. On the other hand, many 
frameworks exist supporting the analysis of such data with 
approaches like statistical analyses or neuronal networks [8]. 
There also exist approaches for scientific workflows 
enabling the structuring of consecutive activities related to 
processing the data sets [9]. However, the focus of all these 
approaches is primarily the processing of the scientific data. 
A holistic view on the entire projects connecting these core 
activities with all other aspects of the projects is not 
prevalent. In addition, the direct connection from data 
science to knowledge management remains challenging.  

Business processes in large companies are another 
example of knowledge-intensive processes. Such processes 
are often planned on an abstract level and the 
implementation on the operational level remains difficult due 
to numerous special properties of the context of the 
respective situations. Consider a scenario where companies 
work together in complex supply chains to co-create 
complex products like in the automotive industry. Such 
companies have to share different kinds of information. 
However, this process is rather complicated as the supply 
chains are often huge with hundreds of participants. A data 
request from the company at the end of the chain can result 
in thousands of recursive requests through the chain [10]. For 
each request, it must be separately determined, which are the 
right data sets that are needed and can be shared.  

A third example are projects developing new products. 
As example, we focus on software projects because software 
projects are essentially knowledge-intensive projects [4]. For 
these, various tools exist from development environments to 
tools analyzing the state of the source code. In addition to 
this, usually a specified process is also in place. However, 

the operational execution relies heavily on individuals that 
have to analyze various reports and data sources manually to 
determine the correct course of action in order to create high 
quality software. This implies frequent process deviations or 
even the complete separation of the abstract planned process 
from its operational execution. Furthermore, due to the large 
amount of available data sets (e.g., specifications, bug 
reports, static analysis reports) things may be forgotten and 
incorrect decisions made.  

Figure 1 illustrates different problems occurring when 
trying to implement a software development process on the 
operational level. In particular, it shows an excerpt of an 
agile software development process (the Open UP). The 
process comprises the four phases Inception, Elaboration, 
Construction, and Transition. Each of these, in turn, 
comprises an arbitrary number of iterations. Each iteration 
contains different concrete workflows to support activities 
like requirements management or software development. As 
an example, we show the ‘Develop Solution Increment’ 
workflow that covers operational software development. It 
contains concrete activities like ‘Implement Solution’ where 
the developer shall technically implement the solution (i.e., a 
specific feature of a software), which was designed before. 
However, such activities are still rather abstract and have no 
connection to tasks the human performs to complete the 
activity. These tasks are performed with concrete tools, 
artifacts, and other humans depicted in the blue box of 
Figure 1. The figure indicates various issues: (1) Such tasks 
performed with different tools like Integrated Development 
Environments (IDEs) and static analysis tools are fine-
grained and dynamic. Therefore, the workflow cannot 
prescribe the exact tasks to be performed [11]. Furthermore, 
the mapping of the numerous real world events to the 
workflow activities is challenging. (2) In various situations, 
the developer must derive decisions based on data contained 
in reports from different tools. One example are specific 
changes to improve the source code to be applied on account 
of static analysis reports. Goal conflicts (e.g., high 
performance vs. good maintainability) may arise resulting in 
wrong decisions. (3) In various cases, different artifacts (e.g., 
source code and code specifications) may relate to each other 
and can be processed simultaneously by different persons, 
which may result in inconsistencies [12].  

 

Construction Iteration

Develop Solution Increment

Operational
Project
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Inception 
Phase

Elaboration 
Phase

Construction 
Phase

Transition 
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Iteration
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Figure 1.  Scenario. 
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(4) Unexpected situations may lead to exceptions and 
unanticipated process deviations. (5) The whole process 
relies on knowledge. Much of this knowledge is tacit and is 
not captured to be reused by other persons [13]. This often 
leads to problems. 

III. PROBLEM STATEMENT 
In Section II, we have defined different kinds of relevant 

information and shown examples from different domains in 
which a lacking combination of such information leads to 
problems with operational process implementation. 

In scientific projects, data analysis tools aid humans in 
discovering information in data. However, the projects 
mostly neither have support for creating, retaining, and 
managing knowledge derived from that information, nor do 
they have process support beyond the data analysis tasks 
[13][14]. Complex business processes in large companies 
often suffer from lacking process support because of the high 
number of specific contextual properties of the respective 
situations. In new product development, problems often arise 
due to the inability to establish and control a repeatable 
process on the operational level. This is caused by the high 
number of dynamic events, decisions, deviations, and goal 
conflicts occurring on the operational level.  

In summary, it can be stated that process implementation 
in knowledge-intensive projects is problematic due to the 
high complexity of the activities and relating data. Processes 
can be abstractly specified but not exactly prescribed on the 
operational level. Thus, it remains difficult to track and 
control the course of such projects which often leads to 
exceeded budgets and schedules and even failed projects. 

IV. FRAMEWORK 
In this paper, we tackle these challenges by proposing an 

approach uniting different kinds of data analytics and their 
connection to other project areas like knowledge 
management and process management. That way we achieve 
a higher degree of automation supporting humans in their 
knowledge-intensive tasks and facilities to achieve holistic 
and operational implementation of the projects process. 

Because of the high number of different data sets and 
types and their impact on activities, we think it is not 
possible to specify a concrete framework suitable for all 
possible use cases of knowledge-intensive projects of various 
domains. We rather propose an extensible abstract 
framework and suggest different modules and their 
connections based on the different identified data and 
information types in such projects. The idea of this abstract 
framework builds on our previous research where we created 
and implemented concrete frameworks for specific use cases. 
Hence, we use our experience to extract general properties 
from these frameworks to achieve a broader applicability. 

The basic idea of such a framework is a set of specific 
modules capable of analyzing different data sets and utilizing 
this for supporting knowledge-intensive projects in various 
ways. Each of these modules acts as a wrapper for a specific 
technology. The framework, in turn, provides the following 
basic features and infrastructure to foster the collaboration of 
the modules. 

A simple communication mechanism. The framework 
infrastructure allows each module to communicate with the 
others to be able to receive their results and provide its 
results to the others. 

Tailoring. The organization in independent modules 
facilitates the dynamic extension of the framework by adding 
or removing modules. That way the framework can be 
tailored to various use cases avoiding technical overhead. 

Support for various human activities. The framework 
shall support humans with as much automation as possible. 
Activities that need no human intervention shall be executed 
in the background providing the results in an appropriate 
way to the humans. In contrast to this, activities that require 
human involvement shall be supported by the framework. 
All necessary information shall be presented to the humans 
helping them to not forget important details of their tasks. 

Holistic view on the project. Various technologies for 
different areas of a project are seamlessly integrated. That 
way, these areas, like process management, data analysis, or 
knowledge management can profit from each other. 

Process implementation. The framework shall be 
capable of implementing the process spanning from the 
abstract planning to the operational execution. 

Framework

Graphical User 
Interfaces

Sensors

Connectors

Event Processing

Process 
Management

Automation

Data Storage

Knowledge 
Management

Data Analysis

Project / 
Process 

Management

Data 
ProcessingCoordinationInterfacesOperational 

Level

 
Figure 2.  Abstract Framework. 

Figure 2 illustrates the framework. We divide the latter 
into three categories of modules: Interfaces, Coordination, 
and Data Processing. The coordination category contains the 
modules responsible for the coordination of data and 
activities in the framework: The data storage module is the 
basis for the communication of the other modules by storing 
and distributing the messages between the other components. 
The process management module is in charge of 
implementing and enacting the process. Thus, it contains the 
technical representation of the processes specified at the 
project / process management level, which is outside the 
framework. Utilizing the other modules, these processes can 
be enacted directly on the operational level where concrete 
persons interact with concrete tools. This improves 
repeatability and traceability of the enacted process. 

The interface category is comprised of three modules: 
Graphical user interfaces enable users to communicate with 
the framework directly, e.g., for controlling the process flow 
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or storing and utilizing knowledge contained in the 
framework. The sensor module provides an infrastructure for 
receiving events from sensors that can be integrated into 
external software tools or from sensors from production 
machines. That way, the framework has access to real-time 
event data from its environment. The connector module 
provides the technical interface to communicate with APIs of 
external tools to exchange data with the environment.  

The data processing category provides the following 
modules: The event processing module aggregates event 
information. This can be used, for example, for determining 
actions conducted in the real world. Therefore, sensor data 
from the sensor module can be utilized. By aggregating and 
combining atomic events, new events of higher semantic 
value can be generated. The data analysis module integrates 
facilities for statistical data analytics and machine learning. 
This can be utilized to infer information from raw data, e.g., 
coming from production machines or samples in scientific 
projects. The knowledge management component aids 
humans in managing knowledge derived from it. Both 
technologies can interact to support scientific workflows. 
E.g., incoming data can be analyzed and classified and the 
framework can propose an activity to a human for reviewing 
the data and record knowledge in a knowledge base.  

Finally, the automation component enhances the 
automation capabilities of the framework. Therefore, various 
technologies are possible. As a starting point, we propose the 
following: rules engines for simple specification and 
execution of rules applying for the data or the project as a 
whole. One example use case is the automated processing of 
reports from external tools. Multiple reports can be 
processed creating a unified report by a rules-based 
transformation that, in turn, can be processed by other 
modules. A second important technology for automation are 
multi-agent systems. They enhance the framework by adding 
automated support for situations with goal conflicts. 
Consider situations where deviations from the plan occur and 
the framework shall determine countermeasures. Software 
refactoring is one possible use case: When the framework 
processes reports of static analysis tools indicating quality 
problems in the source code, software quality measures can 
help. However, mostly there are too many problems to tackle 
all and the most suitable must be selected. In such situations, 
agents perusing different quality goals like maintainability or 
reliability can autonomically decide on software quality 
measures that are afterwards integrated into the process in 
cooperation with the other modules [11]. 

V. MODULES 
This section provides details on the different modules, 

their capabilities and the utilized technologies. 
Data Storage. As depicted in Section IV, the first use 

case for this module is being the data store for the module 
communication. Messages are stored here and the modules 
can register for different topics and are automatically notified 
if new messages are available for the respective topic. This 
also provides the basis for the loose-coupling architecture. 
However, this module is not limited to one database 
technology but enables the integration of various 

technologies to fit different use cases. One is the creation of 
a project ontology using semantic web technology to store 
and process high-level project and domain knowledge that 
can be used to support the project actors.  

Process Management. This module provides PAIS 
(Process-Aware Information System) functionality: 
Processes are not only modelled externally at the project 
management level as an idea of how the project shall be 
executed but can be technically implemented. Thus, the 
enactment of concrete process instances enables the correct 
sequencing of technical as well as human activities. Humans 
automatically receive activities at the right time and receive 
support in executing these. To enable the framework to react 
on dynamic changes we apply adaptive PAIS technology 
[15]. That way the framework can automatically adapt 
running process instances. Consider an example from 
software development projects: Software quality measures 
can be inserted into the process automatically when the 
framework detects problems in the source code by analyzing 
reports from static analysis tools [11]. This actively supports 
software developers in achieving better quality source code. 

Sensors. This module comprises facilities for receiving 
events from the frameworks environment. These events can 
be provided by hardware sensors that are part of production 
machines. This can also be established on the software side 
by integrating sensors in the applications used by knowledge 
workers. That way, information regarding the processed 
artifacts can be gathered. Examples regarding our scenario 
from Section II include bug trackers and development tools 
so the framework has information about bugs in the software 
and the current tasks developers process. 

Graphical User Interfaces. GUIs enable humans to 
interact with the framework directly. Firstly, this applies to 
the enactment of processes with the framework. The latter 
can provide activity information to humans guiding them 
through the process. In addition, humans can control the 
process via GUIs indicating activity completion and 
providing the framework with information on their concrete 
work. Another use case is storing knowledge in a knowledge 
store being part of the framework. To enable this, the GUI of 
a semantic wiki integrated into the framework as knowledge 
store can be exposed to let humans store the knowledge and 
annotate it with machine-readable semantics. That way, the 
framework can provide this knowledge to other humans in an 
automated fashion. However, GUIs are also used for 
configuring the framework to avoid hard-coding its behavior 
matching the respective use case. One example is a GUI 
letting humans configure the rules executed in the integrated 
rules engine. Thus, e.g., it can be configured which parts of 
external reports shall be used for transformation to a unified 
report the framework will process. 

Connectors. This module is applied to enable technical 
communication with external tools. Depending on the use 
case, interfaces can be implemented to call APIs of other 
tools or to be called by these. Consider an example relating 
to the projects’ process: The process is externally modeled 
utilizing a process modeling tool. This process can be 
transformed (manually or automatically) to a specification 
our framework uses for process enactment. In the process 
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enactment phase, the external tool can be automatically 
updated displaying the current state of execution. 

Automation. For this module we proposed two 
technologies as a starting point: rules engines can be utilized 
for simple automation tasks. One use case is, as mentioned, 
automatic transformation of reports from multiple external 
tools into one unified report. Multi-agent systems are 
applicable in situations where goals conflicts apply. Consider 
the example regarding the quality of newly created software: 
In software projects, often multiple static analysis tools are 
executed providing metrics regarding the source code 
quality. Usually, there is not enough time to get rid of all 
issues discovered. It is often challenging for software 
engineers to determine the most important software quality 
measures to be applied. Such projects mostly have defined 
quality goals as maintainability or reliability of the source 
code. Quality goals can be conflicting as, e.g., performance 
and maintainability and different measures support different 
quality goals. For such situation, agents can be applied: Each 
goal gets assigned an agent with a different strategy and 
power. When a quality measure can be applied the agents 
utilize a competitive procedure for determining the most 
important quality measure to be applied. 

Data Analysis. This module enables the integration of 
frameworks or libraries for statistical analysis and machine 
learning approaches like Scikit-learn [8]. The advantage of 
the integration in the framework infrastructure is option to 
execute such tools as part of a holistic process. Data that has 
been acquired by other modules can be processed and the 
results can also be stored in the frameworks data storage. 
Furthermore, other modules can be notified so humans can 
be involved. For example a process can be automatically 
executed where data is analyzed and the results are presented 
to humans that, in turn, can derive knowledge from them and 
directly manage this knowledge with the knowledge 
management component. 

VI. EVALUATION 
We now provide two concrete scenarios in which we 

have created and successfully applied concrete frameworks 
that implement our idea of this abstract framework. The first 
one comes from the software engineering domain. For this 
domain, we have implemented a comprehensive framework 
including all of the mentioned modules [11][12][14].  

This includes the implementation of a key-value store for 
framework communication on top of an XML database. The 
latter was also used to store numerous reports from internal 
and external tools natively. We further applied the 
AristaFlow BPM suite for process implementation and 
adaptation and recorded all high level project information in 
an OWL ontology. Data acquisition was realized by 
connectors to tools like bug trackers or project management 
tools and a sensor framework enabling the integration of 
sensors in tools like Eclipse or Visual Studio. Thus, we 
recorded events like saving files, which were aggregated via 
complex event processing to gather information about what 
humans were working on. Combining this with an integrated 
rules engine and a multi-agent system, we realized various 
use cases. One of them was the automatic provision of 

software quality measures. The framework automatically 
received reports from static code analysis tools that were 
transformed into one unified report, which was analyzed by 
autonomous agents pursuing different quality goals. Via the 
goal question metric technique they related the problems and 
quality measures to their goals and chose quality measures to 
be automatically integrated into developers’ workflows. 
Another use case was activity coordination: with the project 
ontology we determined relations of different artifacts and 
could automatically issue follow-up activities for example to 
adapt a software specification if the interface of a 
components’ source code was changed and vice versa. The 
integration of a semantic wiki enabled the following: 
Knowledge was recorded and annotated by humans and thus, 
the framework could automatically inject this knowledge 
into the process to support other humans in similar activities. 
In this project, we applied the framework in two SMEs and 
successfully evaluated its suitability. 

The second scenario involves a business use case in 
which different companies in a supply chain had to exchange 
sustainability information regarding their production [10]. 
The producer of the end product has to comply with many 
laws and regulations and must collect information from the 
whole supply chain resulting in thousands of recursive 
requests. On the operational level, this process is very 
complex as it is difficult to determine which information is 
important for sustainability, which one must be externally 
evaluated to comply, and which information should not be 
shared as it reveals internals about the production process. 
To implement such data exchange processes automatically, 
we applied a more tailored-down version of our framework 
[16]: The focus were contextual properties that have an 
influence on the data collection processes. These were 
modeled in the framework and could be obtained from the 
frameworks’ environment by GUIs and connectors. By 
analyzing these properties and using the results to adapt 
processes, we were able to automatically create customized 
data exchange processes suiting different situations. Due to 
the size of the supply chain, we combined a content 
repository for the different documents being exchanged with 
an in-memory key-value store. In this project, the framework 
was evaluated by a consortium of 15 companies and was 
later transferred to one of them to build a commercial tool 
from it. 

These slightly different scenarios demonstrate the 
advantages of our approach: Its modules can be implemented 
matching the use case. The framework facilitates the 
communication between the modules and enables not only 
data analyses but also automated actions resulting from these 
supporting process and knowledge management. 

VII. RELATED WORK 
To the best of our knowledge, there exists no directly 

comparable approach enabling holistic integration of various 
data analysis capabilities to support and operationally 
implement processes in knowledge-intensive domains. 
However, in different domains, there exist approaches to 
support projects and processes. One example are scientific 
workflow management systems [3][9]. Such systems support 
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projects in the processing of large amounts of data. Their 
focus is the organization and parallelization of data-intensive 
tasks. Hence, they support the different steps taken to 
analyze data sets but are not able to support whole projects. 

In the software engineering (SE) domain, there have also 
been numerous efforts to support projects and their 
processes. Early approaches include the Process-centered 
Software Engineering Environments (PCSEEs) [17][18]. 
These environments supported different SE activities and 
made process enactment possible. However, their handling 
was complex and configurability was cumbersome what 
made them obsolete. More recent approaches also exist but 
these frameworks focused on a specific areas of the projects. 
Examples are artifact-based support [19] and model-driven 
approaches [20]. Hence, these frameworks could not provide 
holistic support for entire projects. 

The business domain also features complex knowledge-
intensive processes. However, this domain is dominated by 
tools focusing on the processed data like ERP systems or 
specialized tools. One concrete example regarding the 
aforementioned sustainability data use case is BOMcheck 
[21], a tool that helps companies handling sustainability data. 
In particular, this tool contains current sustainability 
information on various materials but is not capable of 
supporting the process of data handling and exchange. 

VIII. CONCLUSION AND FUTURE WORK 
In this paper, we presented a broadly applicable approach 

to support process implementation in knowledge-intensive 
domains. Based on our experience from prior research 
projects we suggested an extensible set of modules whose 
collaboration enables holistic support for projects. 
Furthermore, we proposed technologies, frameworks and 
paradigms to realize these modules with specific properties.  

We have shown problems occurring in projects in 
different knowledge-intensive domains and provided an 
illustrative example from the software engineering domain. 
Such problems are mostly related to operational dynamics, 
complex data sets, and tacit knowledge. Our framework 
enables automatic processing of various data sets relating to 
the activities in such projects to not only support these 
activities but also their combination to a knowledge-
intensive process. Thus, humans can be supported in 
transforming data to information and information to 
knowledge.  

Finally, as evaluation, we have shown two concrete cases 
were we have successfully implemented such a framework in 
different domains. As future work, we plan to extend the set 
of modules of our framework and to extend the technology 
options to realize these modules. We also want to specify 
concrete interfaces of the modules to enable standardized 
application and easy integration of new technologies. 
Finally, we plan to specify types of use cases and their 
mapping to concrete manifestations of our framework. 
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Abstract—Complex Machine Learning (ML) models can be 

effective at analyzing large amounts of data and driving 

business value. However, these models can be nonintuitive, 

their parameters meaningless, their potential biases difficult to 

detect and even harder to mitigate, and their predictions and 

decisions difficult to explain. Lenders, regulators, and 

customers need explainable models for automating credit 

decisions. Lack of algorithmic transparency is a broad concern 

beyond lending, which has led to much interest in “explainable 

artificial intelligence” [1]. This paper discusses a model family 

which warrants explainability and transparency by design: the 

Transparent Generalized Additive Model Tree (TGAMT). 

Many credit risk models used in the US and internationally 

belong to this family. Today, these credit scores are developed 

painstakingly by teams of data scientists and credit risk 

experts in a tedious interplay of “art and science” in order to 

simultaneously achieve high predictive performance and 

intuitive explanations of how the scores are arrived at. The 

main contribution of this paper is to automate the learning of 

TGAMT models. We also report benchmark results indicating 

that TGAMT’s achieve strong predictive performance similar 

to complex ML models while being more explanation-friendly.  

Keywords - explainable artificial intelligence; algorithmic 

transparency; machine learning; gradient boosting; neural nets; 

credit risk scoring; scorecard; segmentation; constraining 

models. 

I.  INTRODUCTION 

Credit scoring has been an early, highly successful and 
pervasive data mining application. For a comprehensive 
survey of credit scoring see [2]. Business users in the 
Financial Services industry frequently rely on the scorecard 
format to compute scores and to create robust, interpretable 
and easily deployable scoring solutions for a wide range of 
applications including marketing targeting, origination, 
behavior scoring, fraud detection and collections scoring. 
Scorecards are deployed through automated, rule-based 
systems to effect impactful, high volume decisions on 
consumers, such as what product to offer, accept/reject, 
pricing, limit setting, card authorization and collection 
treatment, thereby impacting a large part of the economy. 
Because of the high responsibility shouldered by these 
systems, model developers and users familiar with the 
domain seek a high level of transparency and confidence into 
reasonableness and robustness of the deployed models.  

Because no database is perfect, and because future 
operational conditions tend to differ from past conditions 
under which data were collected, it has been recognized that 
incorporation of domain expertise into the data mining 
process is often essential [3]. It is indeed crucial for 
scorecard development to strike an appropriate balance 
between the desire to “let the data talk” and the necessity to 
engineer the models for deployment. Scorecard technology 
supports inclusion of domain knowledge into the models, by 
allowing users to impose constraints, such as monotonicity, 
on the fitted functional relations.  

Modelers who value interpretability nevertheless desire a 
high degree of flexibility in their scoring algorithms to 
capture complex behavior patterns and to enable discovery 
of new, unexpected relationships. This is important in a 
highly competitive environment characterized by high 
volumes of automated, high stakes decisions. Being able to 
capture fainter and more complex predictive patterns that 
may otherwise escape simplistic models, can make a 
substantial difference to the bottom line of a business. 
Segmented scorecards are one response of the scoring 
industry to these needs. Unlike a single scorecard, which is 
additive in the predictors, these models can capture 
interactions between the variables used to define the 
segments, and the predictors used in the segment-level 
scorecards. For example, the FICO® Score is constructed as a 
system of more than a dozen segmented scorecards. 

Designing a segmented scorecard system has 
traditionally been a labor-intensive and rather ad-hoc process 
during which several segmentation schemes are 
hypothesized from domain experience and guided by 
exploratory data analysis. Candidate segmentations are tested 
and refined to the extent possible given development 
resources. This process could benefit greatly from more 
objective and productive approaches.    

Independent from these developments in the credit 
industry and with a different focus, ML ensemble methods, 
such as stochastic gradient boosting [4] and random forests 
[5], have been devised in academia. These procedures can 
automatically learn highly complex relations from data, and 
despite their flexibility, generalize well to new data if drawn 
from the same population. These procedures are attractive 
for ambitious scorecard developers who desire to “leave no 
stone unturned”, because they are automated and scalable, 
make minimal functional assumptions on consumer 
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behavior, and can generate insights into the learned 
relationships through various diagnostics aiding variable 
selection and interaction detection.  

But these procedures are not designed to support 
inclusion of subtle domain knowledge. The resulting models, 
and how the scores are computed from the inputs for each 
particular case, can defy simple explanation. While a single 
shallow classification and regression tree is a transparent 
model structure which can be understood by direct 
inspection, this no longer holds true for modern ensemble 
learners that often yield more accurate predictions by 
combining hundreds or thousands of trees. Such opacity can 
render tree ensembles unfit for deployment. In order to 
engineer successful solutions, businesses need to look 
beyond off-the-shelf algorithms to customizable scoring 
procedures. This raises the methodological question of how 
to design a productive analytic process pipeline that takes 
full advantage of modern ensemble learning and associated 
diagnostic procedures, while supporting inclusion of domain 
expertise into the modeling process.  

The reminder of this paper is organized as follows: 
Section II reviews scorecard technology and discusses 
examples of imposing domain knowledge into scorecards. 
Section III describes the TGAMT method to grow 
segmented scorecard trees guided by a stochastic gradient 
boosting model, and Section IV reports experiments 
comparing the US FICO® Score against ML models and 
TGAMT.  

II. SCORECARD TECHNOLOGY 

FICO uses its own proprietary scorecard development 
platform for supervised learning applications including 
ranking, classification and regression. The platform is 
designed to facilitate variable transformations (binning), 
model selection, fitting, incorporation of domain knowledge 
through functional constraints, validation, reporting and 
deployment. In the following, we will briefly discuss the 
main building blocks from a conceptual perspective. 
Reference [6] provides more details.  

The predictive variables in a scorecard are called 
characteristics. A characteristic is composed of a set of 
mutually exclusive and exhaustive bins or attributes that 
comprise the possible values of the underlying predictor. 
Characteristics can represent continuous predictors after 
binning them into intervals, discrete or categorical predictors 
whereby subsets of values can be grouped together into bins, 
or hybrid predictors, which have interval bins for their 
continuous value spectrum and categorical bins for their 
discrete values. Missing values, even different types of 
missing or special values, are incorporated naturally as 
additional bins into characteristics. For example, a missing 
value could be an indicator of risk if a consumer declined to 
answer a question, in which case it should not be ignored. Or 
there might be a temporary issue in the historic data which 
may not replicate itself in the future (an example of 
nonstationary distributions scorecard development 
sometimes has to deal with) in which case missingness 
should be treated differently, for example by imputation or 
by assigning a neutral score contribution to such a bin, which 

is part of “score engineering”. Before raw variables can be 
used as scorecard predictors, they need to be binned. Binning 
of continuous variables allows a scorecard to model 
nonlinear relationships between inputs and score through 
flexible stair functions defined over the bins. Categorical 
variables with thinly populated categories may be binned 
into coarser categories, and missing and special values may 
receive their own bins. Various methods exist for binning 
and improvements to binning have been proposed [7]. 
Domain expertise frequently enters the binning process.  

While methodologies vary between in-house teams, 
consultants, and software vendors, often the score is 
computed as a weighted sum over dummy indicator variables 
associated with the characteristic bins, plus an intercept term. 

  

 
 

Each of the p characteristic scores is a stair function 
defined over the q bins of the characteristic. The stair heights 
are given by score weights associated with the bins. The 
model structure is similar to dummy variable regression [8]. 
However, dummy variable regression has no notion of 
“characteristics”, and variable selection happens on the level 
of the dummies, which tends to put “holes” into binned 
variables. In contrast, scorecard development technologies 
can select on the characteristic level. This can makes the 
models easier to interpret. In addition, some scorecard 
development platforms allow to constrain characteristic 
scores to desired shapes, such as monotonicity, which can be 
applied globally, or involve ranges or subsets of bins.  

A powerful feature of scorecards is their ability to model 
nonlinear effects through nonparametric stair functions. At 
the same time, scorecards, and how the scores for each case 
are calculated, remain easy to explain. A scorecard can be 
represented in tabular form made up of the characteristics, 
their bins (or attributes), and their associated score weights, 
as illustrated by Fig. 1. This scheme shows one variable from 
each of the five key categories that compose the US FICO® 
Score and is for illustrative use only. “Points” refer to a 
scaled version of the score weights in eq. (1). For a given 
applicant, points are added according to his/her attributes 
across all characteristics, to compute the total score. The 
assignment of points to attributes is guaranteed to follow 
explainable patterns which can be reinforced by the model 
developer via constraints, for example constraints may be 
necessary to smooth noise or to mitigate data biases. A 
typical scorecard may contain between 12 and 20 
characteristics. How the variables combine with each other 
to impact the score is very clear, and explainable. The 
simplicity of the scorecard format was historically important 
and still is today, to gain business users’ trust in these 
models, and to facilitate the inclusion of domain expertise 
into the modeling process.  
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Figure 1. Simplified version of a scorecard. 

 
Estimation of score weights in eq. (1) is possible using 

many approaches. FICO’s technology accommodates various 
objective functions including penalized maximum likelihood 
for regression, ranking and classification, and penalized 
maximum divergence (related to discriminant analysis) for 
classification and ranking. Regression applications include 
normal, logistic and Poisson regression, whereby the score 
models the linear predictor as in Generalized Linear Models. 
In the logistic regression case with a dichotomous dependent 
variable, the score models log(Odds). The score weights are 
the decision variables of the ensuing optimization problems. 
Nonlinear programming techniques can be used to optimize 
the score weights subject to linear equality and linear 
inequality constraints. These constraints provide mechanisms 
to incorporate subtle domain knowledge into the models. For 
example, inequality constraints between neighboring bins of 
an ordinal variable can be used to restrict a fitted relationship 
between the variable and the score to be monotonic. 
Consider the characteristic score for ‘Time On Books 
(TOB)’, assuming for simplicity only 3 TOB bins: 

 

 
 
To enforce a monotonic increasing relation between ‘TOB’ 
and the score, specify inequality constraints as follows: 
 

 
 
With this, the optimization will solve for the optimal 

score weights subject to the desired monotonic shape. 
Monotonicity can be useful for various reasons: 

(a) Dependencies between predictors and score can be 
restricted to intuitive shapes. For example, 
everything else being equal one might expect equal 
or higher credit quality associated with longer TOB, 
or one might expect lower credit quality associated 
with higher frequency of late payments.  

(b)  Constraints reduce the hypothesis space and effective 
degrees of freedom of the model family, hence if 
constraints are applied sensibly, a constrained model 
can be less prone to over-fitting [9].  

(c) Constraints may be necessary to ensure legal 
compliance. For example, the US Equal Opportunity 
Act implies that elderly applicants must not be 
assigned lower score weights than the younger. An 
empirical derived, flexible model may not be 
compliant, in which case a monotonicity constraint 
can rectify the desired relation. 

(d)  Imposing constraints may be necessary when adverse 
decisions, such as credit rejections, need to be 
justified to customers.  

Monotonicity constraints can be imposed over the entire 
range of an ordinal variable, or they can be imposed over 
specific intervals, for example to allow for unimodal 
functional forms, as illustrated by ‘Number of bankcard trade 
lines’ in Fig. 1.    

The scorecard format comprises a flexible family of 
functions capable of modeling nonlinear effects of predictors 
on the score by means of constrainable stair functions. 
However, eq. (1) specifies an additive function of the 
predictors which cannot capture interactions between 
predictors. If the true relationship is characterized by 
substantial interactions then this model is biased and might 
under-fit the data. To overcome this limitation, several 
approaches exist, including: 

(a)  Creation of derived predictors, such as ratios between 
the original predictor variables. This is part of data 
pre-processing or featurization and outside the 
scorecard model.  

(b) Inclusion of cross-characteristics into the models, 
which generate products of bin indicator variables.   

(c)  Segmented scorecards, whereby different scorecards 
apply to different segments of a population.  

In the following, we will focus on segmented scorecards, 
which are most widely used in the financial services, likely 
because the models are easy to inspect, to interpret and to 
engineer.  

Reference [10] includes an overview of reasons and 
practices for undertaking model segmentation. The authors 
report mixed results with a research algorithm for finding 
good segmentations for credit risk score development data 
sets. The findings cast doubt over whether segmentations are 
as useful as they are widely thought to be, when looking at 
the benefits from a purely predictive standpoint (in terms of 
improving model fit). There are also other reasons for 
creating segmented models, such as availability of different 
variables for different customer types, or a need for 
subpopulation homogeneity in the segments for managerial 
reasons. On the other hand, the findings in [11] are more 
upbeat about the predictive benefits of 2-way segmentations 
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for improving the discriminatory power of the resulting 
score. According to the omnipresent bias-variance tradeoff, 
and since a single scorecard is already a flexible model, it 
stands to reason that segmentation may indeed sometimes do 
more harm than good, because the larger hypothesis space 
for the segmented model family makes it easy to over-fit the 
data, eventually outweighing the benefits of reducing the 
single-scorecard structural bias. For this reason it is 
important to carefully navigate the bias-variance tradeoff 
during segmented scorecard development.  

Scorecard segmentations can be represented as binary 
tree structures. The root node represents the entire 
population. Starting from the root node, the population is 
split into child nodes, defined by a first split variable, such as 
‘TOB’ in the example of a simple segmentation given by eq. 
(2).  One of the two child nodes there is further split 
according to ‘Number of accounts’ which results in an 
asymmetric binary tree. Splitting eventually stops and leaf 
nodes are created. The leaf nodes represent nonoverlapping 
population segment which together make up the full 
population. Each leaf node contains a dedicated scorecard 
denoted by Scorecard1, Scorecard2, and Scorecard3 for the 3 
leaf nodes in this example: 

 

 
 

Another example of a segmented scorecard tree is 
graphically illustrated by Fig. 2 (bottom left).  

In principle, any candidate predictor can define a split. In 
practice, model developers and domain experts may avoid 
certain split variables, such as variables that are less trusted, 
difficult to interpret, or highly volatile. Segment scorecards 
can be developed independently from each other which is 
can speed up model development by a team.  

To score out a new case, its segment is first identified and 
then the case is scored out using the associated scorecard, 
keeping computation light.   

The deeper the segmentation tree, the higher the order of 
interactions the model can capture, and the more degrees of 
freedom can be devoted to refining the interactions. A single 
split at the root node (e.g. at ‘TOB’ = 24) can capture 2-way 
interactions between ‘TOB’ and all other characteristics. 
Further splitting a child node (e.g. ‘TOB’ >= 24), say, by 
‘Number of accounts’ allows capturing 3-way interactions 
between ‘TOB’, ‘Number of accounts’ and all other 
predictors, etc. If a segmentation tree is allowed to grow 
infinitely deep, it can approximate arbitrary orders of 
interactions, rendering this model family a universal 
approximator. This is an asymptotic consideration. In 
practice segmented scorecard trees tend to be rather shallow. 
One quickly runs out of data, and deeper segmentation trees 
may underperform shallower ones due to over-fitting. In 
contrast to traditional classification and regression trees, 
which can grow deep and become difficult to comprehend, 
segmented scorecard trees tend to be rather shallow with no 
more than a few levels. This makes segmented scorecard 
trees easier to comprehend and to explain than traditional 

trees. Segmentation variables are typically selected not just 
with predictive power in mind, but also to make the resulting 
population segments easy to describe. The US FICO® Score 
uses more than a dozen segments tuned to distinctly different 
population segments, such as consumers with: 

• Short credit history 
• Long credit history without major blemishes  
• Long credit history with major blemishes 

and other segments that are defined by a segmentation tree of 
modest depth.  

In summary, the family of constrained, segmented 
scorecards provides a very flexible, yet easy to interpret 
functional form, capable of representing complex predictive 
relations characterized by nonlinearities and interactions, 
whereby subtle domain knowledge can be imposed onto the 
structure of the segmentation and onto the functional forms 
of the segment scorecards. Interpretable shallow 
segmentation schemes with easy to explain scorecards 
associated with each segment thus form a Transparent 
Generalized Additive Model Tree (TGAMT). It is state of 
the art in the credit scoring industry to develop TGAMT’s 
painstakingly by teams of data scientists and credit risk 
experts in a tedious interplay of “art and science” to 
simultaneously achieve high predictive performance and 
intuitive explanations how the scores are computed. The next 
section introduces a novel algorithmic approach to 
automatically learn TGAMT’s. 

III. LEARNING TRANSPARENT GENERLIZED 

ADDITIVE MODEL TREES 

A. CART-like Greedy Recursive Search 

Given a pre-existing segmentation scheme, developing 
the associated scorecards is a relatively easy task as long as 
the segments contain a sufficient number of informative 
training examples. Finding a good segmentation scheme is 
however a difficult problem, because the space of possible 
segmentations is extremely large. Domain knowledge tends 
to be insufficient to decide on an appropriate segmentation 
scheme. Due to the large number of possible solutions, it is 
unlikely that the “best” scheme with “optimal” score 
performance will ever be found. This is also not likely to be 
necessary, as there can be many good solutions that are close 
enough to optimal for all practical purposes. Similar to 
growing classification and regression trees [12] we apply a 
greedy recursive search heuristic to grow a TGAMT. 
Starting with the root node a set of candidate split variables 
and a finite set of split locations for each split candidate 
variable (e.g. taken at distribution deciles) are considered to 
split the current data set tentatively into two parts. It is 
evaluated whether there is a performance gain by fitting 
separate scorecards for each subset of the data instead of 
fitting a single scorecard to the entire current data. If so, the 
winning split that offers the greatest performance gain is 
made permanent. This process is performed recursively to 
grow a TGAMT until there is no more split that provides a 
performance gain exceeding some threshold, or until the 
number of training examples in the resulting segments falls 
below some minimum counts threshold. In the following, we 
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distinguish between two broad approaches to grow the tree: 
direct and ensemble-guided approaches.  

(a)  Direct approaches decide on splits based on measures 
relating to the original dependent variable, 
characterizing discriminatory power, such as 
divergence, KS (Kolmogorov-Smirnov statistic) or 
AUC (Area Under the Curve) for binary dependent 
variables, or closeness of fit (likelihood statistics) for 
binary or continuous dependent variables.  

(b) Ensemble-guided approaches use a new dependent 
variable which is the ensemble learner’s prediction 
of the original dependent variable. When the original 
dependent variable is binary it is sensible to generate 
the new dependent variable on the log(Odds) scale. 
A reasonable performance measure for this approach 
is closeness of fit between the segmented scorecard 
score and the ensemble prediction in the least 
squares sense.  

Both approaches can employ cross-validation and use 
out-of-bag estimates to obtain unbiased empirical 
distributions of gains in the objectives associated with the 
tentative split. One can thus account for statistical 
significance when making split decisions. Corrections for 
multiple comparison testing are also possible. Cross-
validation has benefits for smaller data sets (or at nodes in a 
deeper tree where data become scarce), as it stabilizes split 
decisions further thus mitigating the risk of over-fitting.  

B. Challenges for Direct Approaches 

From our experiments, direct approaches face challenges 
if the dependent variable is very noisy, which is often the 
case when predicting consumer credit behavior:  

(a)  As the tree grows, segment volumes decrease rapidly 
and variances of performance measures increase fast, 
making split or stopping decisions fraught with 
uncertainty. This can result in over-fitting and 
unreliable, unstable segmentation solutions. 

(b) Setting minimum counts threshold too low makes it 
likely to over-fit. Setting the threshold too high 
makes it likely to under-fit because the tree may not 
be able to grow deep enough to capture complex 
interaction effects adequately.   

(c)  Results are sensitive to choice of the performance 
gain threshold.  

(d) There is no notion of how close or how far away a 
heuristically derived segmentation solution is from 
the “optimum”. 

C. Benefits of Ensemble-Guided Approach 

To mitigate these challenges, we developed the hybrid 
approach, as outlined in Fig. 2 (models shown in the figure 
are for illustrative use only.) First, the ensemble model is 
trained involving optimal hyper-parameter search. Various 
diagnostics for the best ML models are then generated. Data 
records are scored out by the best ML model and a “Best 
Score” variable is appended to the data. Next, the TGAMT is 
grown with the objective to approximate the “Best Score” in 
the Least Squares sense. Once a segmentation is accepted by 
domain experts, the segment scorecards can be fine-tuned  

 
 

Figure 2. Process flow for learning TGAMT. 

 
based on domain expertise. For example, characteristic 
selections, binnings, or constraints might be adapted with a 
view of the specific segment. Finally, the segmented 
scorecard system is deployed.  

In our experience, replacing the original noisy binary 
dependent variable by a regression-smoothed “Best Score” 
as new dependent variable, greatly reduces sampling 
variance in scorecard parameters and uncertainties in split 
decisions when growing the tree, thus mitigating the risk of 
overfitting.  

To provide motivation and evidence for the effectiveness 
of the ensemble-guided approach through a simplified 
experiment, consider the problem of binning the 
characteristics of a scorecard. If the binnings are too coarse, 
the relationship between the variables and the score becomes 
too inflexible to capture the signal accurately; the model is 
biased. Coarse step function approximations of true 
relationships, which are often expected to be smooth, may 
also not be palatable. If however the binnings are too fine, 
variances of fitted score weights tend to increase and models 
starts to over-fit. Noisy step function approximations are 
again not palatable. Typically, scorecard developers may use 
5 to 15 bins per characteristic depending on the size of the 
training sample. 

For both the direct and the ensemble-guided approach, 
we developed 10 scorecards each, all using the same fixed 
set of predictive variables (mostly ordinal continuous types), 
but distinguished by the granularity of their binning, ranging 
from an average of 3.8 bins/characteristic up to 40.9 bins per 
characteristic, which is a far finer binning than typical. Fig. 3 
illustrates the over-fitting problem encountered by the direct 
approach, as the number of bins is increased. Predictive 
performance is measured by 5-fold cross-validated AUC. 
Findings for other common measures of score performance 
are qualitatively similar. The direct approach was 
implemented by training the scorecards to maximize 
divergence, using the original binary dependent variable. 
Findings for logistic regression are qualitatively similar. The 
direct approach reaches a performance plateau where it no 
longer improves beyond 8 bins/characteristic, and starts to 
over-fit the data beyond 20 bins/characteristic. In contrast, 
the ensemble-guided approach shows no signs of over-fitting 
within the tested range. For fine binnings with more than 12 
bins/characteristic it is able to improve beyond the best 
models trained by the direct approach. Our findings indicate  
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Figure 3. Effect of model degrees of freedom on performance for direct 

approach (red boxplot) versus ensemble-guided approach (green boxplot). 

 
that the ensemble-guided approach is more resistant to over-
fitting than direct approaches and therefore has a potential to 
train more flexible and more powerful scorecard models. 
These findings indicate that the ensemble-guided approach to 
growing TGAMT’s will mitigate over-fitting challenges 
encountered by the direct approach and therefore lead to 
more stable and improved segmentation solutions. 

The ensemble-guided approach has additional practical 
benefits over the direct approach by informing the learning 
of TGAMT through diagnostics obtained from ML: 

 (a) The list of candidate characteristics considered for 
inclusion into the TGAMT scorecards can be 
curtailed when it is found that certain variables may 
be unimportant as predictors in the ML models. 
Reference [13] proposes a statistic for input variable 
importance in the context of ensemble learning. 
Reducing the number of predictor candidates speeds 
up the learning of TGAMT.   

(b) The list of candidate variables for segmentation splits 
can be informed by interaction diagnostics. 
Reference [13] proposes a statistic for testing 
whether any given variable interacts with one or 
more other variables. Variables with a high value of 
this statistic may be good split candidates. Variables 
that do not interact significantly with other variables 
may be removed from the candidate list of splitters, 
as no interactions need to be captured involving 
these variables. This can drastically reduce the 
search space and further speed up learning of 
TGAMT.  

(c) ML models trained to maximize predictive power 
provide a “Best Score” upper bound on predictive 
performance. This bound informs TGAMT 
developers about the tradeoff they are willing to 
make between predictive performance and simplicity 
and transparency of the resulting TGAMT model.   

IV. BENCHMARKING THE US FICO® SCORE 

AGAINST OPAQUE AND EXPLAINABLE MACHINE 

LEARNING APPROACHES 

FICO® Scores are based on characteristics derived from 
credit bureau reports. The scores are designed to rank order 
the odds of repayment of credit while being easy to explain, 
such that higher scores indicate better credit quality. For our 
case study we chose the latest version of the US FICO® 

Score which is FICO 9. It is of interest whether ML models 
that are not restricted to be explainable might outperform 
FICO 9 by a substantial margin.  

A. Predictive Performance Comparisons 

We created “apples-to-apples” comparisons by 
developing a Stochastic Gradient Boosting (SGB) model and 
a multilayer Neural Network (NN) based on the same data 
set used to develop FICO 9, which consists of millions of 
credit reports. We allowed the same predictive variables that 
enter the FICO 9 model to enter the ML models. These 
comparisons thus provide insights into the potential impact 
of enforcing explainability constraints on score performance.  

We also created “more data” comparisons for which we 
developed SGB and TGAMT models to investigate the 
potential performance gains possible for ML when taller and 
wider data are available for model development. For this we 
increased the number of candidate variables for the ML 
models to ca. 10 times as many variables than are input into 
the FICO 9 model (the additional variables are typically 
somewhat different versions of the variables used in the 
“apples-to-apples” comparisons). At the same time we also 
doubled the number of development records by sampling 
additional records from the same population from which the 
FICO 9 development data were sampled.  

All important ML hyper-parameters, including learning 
rates, number of trees, depth of trees, minimum leaf size, 
number of random features for splitting, and number of 
hidden neurons, were tuned on a validation sample using 
multidimensional grid searches in order to warrant best 
possible performance of these models.  

Table 1. compares model performance measures for 
discriminatory power (AUC, KS) for the various models and 
comparison scenarios, on bankcard accounts. All models are 
evaluated on an independent test sample that was not 
touched for model training and hyper-parameter tuning.  

For the “apples-to-apples” comparisons the ML models 
mildly outperform FICO 9. It has been argued that marginal 
accuracy improvements observed under “laboratory 
conditions” may not carry over to the field where they can 
easily be swamped by other sources of uncertainty, such as 

TABLE I.  PERFORMANCE COMPARISON 

Technology/Comparison AUC KS 

FICO 9 Segmented scorecards 0.893 61.96 

“Apples-to-apples” SGB 0.899 63.07 

“Apples-to-apples” NN 0.895 62.48 

“More data” SGB 0.902 63.92 

“More data” TGAMT 0.894 62.19 
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changes to the environment and uncertain misclassification 
costs [14]. Therefore, from a practical perspective, these 
performance differences are minor. This finding supports 
that segmented scorecards are a very flexible model class 
capable of capturing nonlinear and interaction effects similar 
to complex ML models. Interestingly, explainability 
constraints on the FICO 9 model impact performance only 
slightly. This finding is in agreement with an often-made 
experience by scorecard developers, namely that enforcing 
explainability constraints, such as monotonicity, on the 
models often has little or no impact on score performance. 
This can be explained theoretically by the “Flat Maximum 
Effect”, according to which “often quite large deviations 
from the optimal set of weights will yield predictive 
performance not substantially worse than the optimal 
weights” [14].  

For the “more data” comparisons we observe a further 
mild performance improvement by SGB. The “Best Score” 
from this SGB model was used to guide the learning of the 
“more data” TGAMT, as described in Section 3. The 
resulting TGAMT performs practically on par with the FICO 
9 Score. Inspection of its segmentation structure reveals a 
similar segmentation scheme as implemented by the FICO 9 
model. The similarity between the automatically learned 
TGAMT structure and the laboriously derived FICO 9 
segmentation structure is quite remarkable and illustrates the 
potential of TGAMT learning to increase the effectiveness of 
credit risk model development.  

B. Opaqueness of Unconstrained Machine Learning 

The opaqueness of ML models can be illustrated by 
exploring the input-output relationships captured by the 
models. It is possible to gain insights into the inner workings 
of ML models by plotting partial dependence functions [15]. 
These capture the average influences of single predictors, or 
sets of two or more predictors, on the score. 1-dimensional 
plots provide a summary of the average contributions of each 
predictor to the score, as illustrated for two variables in Fig. 
4. We chose these variables as representative to illustrate 
certain problems with explaining opaque SGB models: 

(i)  Having longer ‘Time on Books’ intuitively should 
increase the score (reflecting higher credit quality). 
This experience is borne out from many score 
developments. This general directionality is indeed 
captured by our SGB model, except for many 
wiggles—presumably capturing noise—that cannot 
be explained. In our research, partial dependence 
functions for the more important predictors turned 
out to be directionally intuitive, except for noisy 
wiggles.  

(ii)  The contribution of ‘Number of Trade Lines 30 Days 
Late’ is directionally counterintuitive. It is very 
difficult to explain an increasing score with more 
trade lines showing late payments. Some of the less 
important predictors exhibited such counterintuitive 
behavior in our studies. 

There are also two- and higher-dimensional versions of 
partial dependency plots that summarize joint effects of two 
or more predictors on the score. In our experience relating to 

 
 

Figure 4. 1-dimensional partial dependence functions derived from the 
“more data” SGB model, for two predictive variables. 

 

credit scoring, these plots are often difficult to rationalize. 
In our experiments these opaqueness phenomena were 

not artefacts of a specific model, but persisted under 
variations of hyper-parameter settings for SGB. 

V. CONCLUSION 

Complex modern ML techniques compete well with 
state-of-the-art credit scoring systems in terms of predictive 
power. However, their lack of explainability hampers trust 
and creates barriers for relegating high-stakes consumer 
lending decisions to these algorithms. In the artificial 
intelligence community the notion of an “explainable 
artificial intelligence” has been popularized whose lines of 
reasoning and decisions aim to be easily understood by 
humans, while hopefully not sacrificing substantial 
performance.  

Our contribution is in a similar vein. We demonstrated 
how performance similar to that of complex and opaque ML 
models can be achieved within the family of explainable 
Transparent Generalized Additive Model Trees. The 
structure of these models was motivated by state-of-the-art 
credit risk scoring models. We discussed how TGAMT’s can 
be learned automatically and effectively being guided by 
modern ML techniques. This contrasts with the rather 
painstaking, high-effort analytic processes, by which many 
credit risk scoring systems are being developed today. What 
makes TGAMT’s different and more explanation-friendly 
than complex ML models, is that subtle domain expertise 
can be easily imposed into the model during its construction. 
Whereas opaque ML models search for the most predictive 
model in very large and less structured function spaces, 
TGAMT searches for the most predictive model in a smaller, 
more structured subspace of segmented, explainability-
constrained scorecard models. We found that TGAMT’s 
sacrifice very little predictive power compared to 
unconstrained ML models for the credit scoring problem we 
investigated. Our methods provide an effective approach to 
develop explainable credit risk scores, by effectively 
combining the benefits of data-driven ML with diagnostic 
information and with domain expertise.  

This approach might also benefit other application areas 
where domain knowledge exists, where operational context 
needs to be taken into account during model construction, 
and where predictions and decisions need to be accurate, 
transparent, and easy to explain.  
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University of Vienna
Faculty of Computer Science

Vienna, Austria
Email: alexander.woehrer@univie.ac.at
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I. INTRODUCTION

Volume, Velocity and Variety, also known as the 3V, gener-
alize big data problems [1]. A fourth (fifth or sixth) V could be
added referring to Value, Variability or Virtual [2]. Sticking to
the more prominent 3V, volume naturally stands for a humon-
gous amount of data. Velocity refers to the ingress, egress and
process speeds. Variety is representative of heterogeneous data
sets, which may be structured, semi-structured or unstructured.
Essentially, the 3V break traditional data processing systems
as they fail to scale to at least one of these attributes [3].

Big data has already found its place in business, society
administration and scientific research. It is also believed to help
enterprises improve their competitive advantage. Managers
believe it to be a panacea and take a one-size fits all approach.
It is also held in high regard with reference to aiding decision
making processes [4].

From a high-level viewpoint, there are seven big data prin-
ciples [4]: good architecture; variety regarding analytics; many
sizes for many needs; perform analyses locally; distributed
in memory computations; distributed in memory storage and
process data set coordination.

However, without deeper understanding and practical
knowledge they remain abstract buzzwords. Putting this into
perspective by using an analogy of combustion engines, it
becomes clear that it is impossible to repair, let alone build, a
V8 (pun intended) by merely knowing the concept of thermo-
dynamics. This paper outlines a practical big data streaming
implementation in alignment with the seven principles.

Research Objective: The goal is to develop a scalable
data-intensive application for text mining. Theory regarding
sentiment analysis and opinion extraction are given in the
working hypothesis. A naive architecture is depicted in Figure
1. In order to be able to monitor opinions, the following
challenges must be tackled: high frequency real-time HTTP
data-streaming; in-memory text mining and persisting results
efficiently in a fault tolerant way.

Hypothesis: When following a publisher (or broadcaster)
like ’The Hill’ it is a matter of time until related public
discussions start. The initial post is referred to as headline,
which introduces the topic. All consecutive replies are regarded
as the discussion’s body.

Since topics are defined by nouns, their corresponding
noun-phrases can be be listed. It can be argued that noun-
frequencies represent a public consensus on what is deemed
important in a topic related discussion. Hence a testable
hypothesis can be formulated as such:

The more replies a headline receives the higher the number
of noun-frequencies. The higher noun-frequencies the more
descriptive are associated noun-phrases. When there are highly
frequent noun-phrases, a clear public consensus regarding a
topic specific headline exists.

We take a novel approach regarding social media sentiment
analyses via streaming live data. Canonical approaches hinge
on hashtag searches via the Representational State Transfer
Application Programming Interface (REST API). Our ap-
proach has both, higher data recency and a clearer topic related
natural language structure by design.

The rest of the paper is organized as follows. Section II
aims at demonstrating how high volumes of data, more specif-
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NLTK Text Processing

Insert Cassandra
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Figure 1. Sequential Python architecture under the Global Interpreter Lock
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ically text, can flexibly and efficiently be processed in (near)
real-time. Methods for text stream analyses and storage are
also illuminated. Our main contribution is described in Section
III where we proposes a scalable application architecture and
provide a proof of concept implementation and evaluation.
We close with our conclusions and future work suggestions
in Section IV.

II. METHODS & RELATED WORK

Natural Language Processing (NLP): Text mining con-
sists of “a vast field of theoretical approaches and methods
with one thing in common: text as input information” [5, p. 1].
An introduction to the traditional field of NLP is quoted to
be the “process of language analysis [that is] decomposable
into a number of stages, mirroring the theoretical linguistic
distinctions drawn between syntax, semantics and pragmat-
ics” [6, p. 4]. Twitter, with its 140- to 280-character long
tweets (or posts) promises to be a rich medium for scientific
analysis [7]. Overall, Twitter can be regarded as a platform for
political debate [8] and enables measuring the public opinion
with regards to politics [9].

Nouns and noun-phrases are likely to converge towards
a dominant thesaurus. Hinging on frequent nouns and noun-
phrases it can be concluded that they are extracted from text.
Hence, they are countable and highly frequent noun-phrases
can be deemed important. This approach is utilized in the
context of online product reviews and is argued to be domain
dependent. Essential to this approach is Part-of-Speech (POS)
tagging [7].

Mining Tweets: Noun-phrases are indicative of opinions
as they use adjectives and adverbs together with nouns. When
live-streaming tweets there is no a priori means for clustering
them. A topic’s context is created retrospectively when reading
records from a data store.

News agencies concerned with United States politics are
likely to evoke binary reactions. Opinion holders are either
in favor or against Democrats or Republicans. Following that
train of thought, it can be assumed that neutral political head-
lines need to be immediately digested and either be supported
or opposed.

When tweets are received they cannot be put into context
right away. They have to be persisted for later retrieval.
While streaming, it is advisable to process text immediately,
since it is already held in memory. This allows in memory
pointer manipulation, regarding tokenization, Part-of-Speech
tagging, chunking and parse-tree creation. All of which are
needed for later analysis. When reading from the database, a
post’s meaning arises through its sequential context. Reading
preprocessed noun-lists and iterating them in order to create
word frequencies is faster than processing text in bulk after
reading.

Parallelization: It appears that computer science has ex-
hausted Moore’s law as integrated circuits only seem to double
every three years. Today, the real performance boost comes
from running multiple threads simultaneously. This is also
referred to as Thread-Level Parallelism (TLP) [10]. Amdahl’s
law [11] has become more prominent in recent years, it states
that program execution time can be improved through running
code in parallel [12]. It needs to be noted that this law
cannot be exploited ad infinitum as it approaches a point of
diminishing returns.

Parallelization is a powerful means of increasing processing
speed. It needs to be noted that writing parallel code is
much harder than writing serial code. However, generally
speaking, programmers face a choice between two paral-
lelization paradigms: data parallelization has multiple threads
performing the same operation on separate items of data while
task parallelization has separate threads performing different
operations on different items of data [13].

Multiple Threads & Processes: When applying data par-
allelization it is possible to split data sets symmetrically (or
equally) amongst allocated processes a priori. When employing
task parallelization, on the other hand, asymmetrical data sets
can be atomized and put into a queue for dynamic process
retrieval. Since we worked with symmetrical data sets, we
were able to omit atomization. In our approach, the size of
the total data set cannot exceed the size of memory. We split
the data set across processor cores of a single machine. Within
a distributed computing network (or big data architecture) data
records should be split amongst available worker nodes [14].
There is a key difference between multiple threads and multiple
processes: Processes do not share memory while threads share
both state and memory. When performing multithreading, code
segments are scheduled by the Operating System (OS). In the
presence of only one core (or process) the OS creates the
illusion of running multiple threads in parallel when in fact, it
switches between the threads quickly, which is referred to as
time division multiplexing [10].

Global Interpreter Lock (GIL): Multithreading in Python is
managed by the host operating system and uses a mechanism
called the Global Interpreter Lock (GIL), which limits the
number of running threads to exactly one at a time. The
GIL implicitly guards data structures from concurrent and
possibly conflicting (write) access to avoid race conditions.
Python prefers a serial development approach and takes a
trade-off between easy scripting and code performance. It
needs to be noted that the GIL, depending on the Python
implementation, is temporarily released for Input Output (I/O)
operations or every 100 bytecode instructions. This is the case
of CPython implementations, which is the default on most
systems. IronPython, PyPy and Jython “do not prevent running
multiple threads simultaneous on multiple processor cores”[10,
p. 4]. In order to get around CPython’s GIL it is necessary
to spawn new processes. Hardware specifically speaking, two
different multiprocessor architectures exist [15]: 1) Symmetric
(equally strong) multi-core chips; 2) Asymmetric multi-core
chips with varying processing power.

Python offers a number of packages for spawn-
ing processes. However, a particularly useful one is
multiprocessing. Bundled with it come queues. Only
through such package implementations [16] is it possible to
take advantage of today’s multi-core chip architectures with
Python.

III. IMPLEMENTATION & RESULTS
Figure 2 summarizes writing speed results. It becomes clear

that a scalable application needs multiprocessing capabilities.
It would be best for concurrent insert processes to dispatch
dynamically in high load scenarios. High frequency input
should be queued, distributed and written as batch operations
within intervals.

Single Thread Synchronous Inserts: Inserts into Cassandra
take about 1.6 ms on average. In order to compare execution
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speeds 1,000 and 100,000 records are inserted. Insert opera-
tions are executed four times and a simple arithmetic mean of
the resulting run times is calculated. In other words, the mean
runtime of 1,000 and 100,000 sequential synchronous inserts
is 0.9 seconds and 80 seconds, respectively.

Single Thread Concurrent Inserts: Insert speed of large
datasets can further be improved via concurrent writes through
the Python Cassandra driver. This package exploits Cassandra’s
Staged Event-Driven Architecture (SEDA) [17]. We went with
the recommended setting of core connections multiplied by one
hundred concurrency = 100 [18]. The Cassandra driver
invokes a multiprocess instance for concurrently writing while
the main program is still under the GIL. Following the same
measurements approach, the arithmetic mean of run times
equals 0.27 seconds and 29.5 seconds respectively. In essence,
this result trisects the synchronous single thread performance.

Multiprocess Concurrent Inserts: Through leveraging
Python’s multiprocessing module with the Cassandra driver
and its SEDA abilities, as introduced in Section II, writing
speed can further be accelerated. Following the idea of data
parallelization introduced in Section II the workload is dis-
tributed onto a number of separate processes as depicted in
Figure 3. While all processes run simultaneously, each process
is executed on a separate core, the dataset is split equally and
distributed accordingly. Execution of 1,000 inserts in parallel
yields a meager 0.03 seconds improvement, while 100,000
inserts distributed amongst four processes take 11.2 seconds
in total. Each trial’s total execution time was determined by
the slowest process’ runtime.

Cassandra Query Language (CQL): When testing the
hypothesis from Section II regarding topic related word con-
vergence tweets need to be retrieved from the database.
Cassandra does not support the Structured Query Language
(SQL) standard with respect to GROUP BY, ORDER BY
clauses. Cassandra uses ORDER BY implicitly through ta-
ble declaration via WITH CLUSTERING on primary key
columns [19]. The order of the composite primary key dec-
laration matters. The partition key decides on which physical
node data are eventually stored by mapping rows. The cluster
key decides the order of given rows [20]. When dealing
with time series data it is advisable to create sectional time
intervals. When attempting to retrieve most recent values
the clause WITH CLUSTERING ORDER BY (timestamp
DESCENDING) is needed for table declaration. This overrides
the default ascending order [20]. Cassandra does not allow
JOIN operations. Filtering is supported but may cause mal-
functions due to the nature of Sorted String Tables (SSTables)
and Log-Structured Merge-Trees (LSM-Trees) [21], [22]. We
query for relevant values, allow filtering and iterate returned
values via Python lists. The following constitutes a valid

1K 0.23s

100K 11.2s

1K 0.27s

100K 29.1s

1K 0.90s

100K 80.2s

Multiprocess

Concurrent

Synchronous

Figure 2. Comparing elapsed seconds inserting records into Cassandra

example: SELECT column_a FROM keyspace.table
WHERE column_b > 0 ALLOW FILTERING; [19].

Tombstones are deletion markers [17]. It needs to be
pointed out that they also occur when inserting null val-
ues or collections. Time To Live (TTL) data expiration
may be an additional cause for Tombstone creations [23].
If a query exceeds the default value of 1,000 tombstones
with respect to the tombstone_warn_threshold Cas-
sandra issues and logs a warning. When, however, the
tombstone_failure_threshold exceeds 10,000 tomb-
stones Cassandra aborts the query.

When attempting to isolate tombstone issues it may be
worth executing sstabledump in the Bourne Again Shell
(BASH). This produces a JavaScript Object Notation (JSON)
file of Cassandra’s SSTable, which shows deletion markers
as "d" next to data entries [23]. However, with Cassandra
active, it is recommended to run flush first. This flushes all
in memory data structures (MemTables) of associated tables
to disk.

Public Debate Example: An exemplary headline by
The Hill with status_id = 974246607607779328
recorded 656 replies. This amount of replies is deemed suffi-
ciently large for demonstrative purposes regarding topic related
word convergence. “Senate [Grand Old Party (or Republican
Party)] GOP: We will grow our majority in midterms” [24] is
the headline of the chosen debate. Preliminary results indicate
“that the general opinion, regarding the given headline, appears
to be ridicule. Overall, little credence is given [... to] the Trump
administration [25]”.

Once noun-phrases and their respective user’s follower
counts have been retrieved from Cassandra and appended to a
Python list they need to be traversed. The goal of this operation
is to convert the list into a more tractable data structure.
Dictionaries, which hold key value pairs, are great for this
purpose, as the number of followers can be preserved, which
allows more versatile analyses.

In order to get an overview of the public opinion related to
the headline, it is recommended to print the six highest ranking
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InsertInsert Insert
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Figure 3. Concurrent Python multithread architecture to bypass GIL
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dictionary entries to the Python console. Naturally, the number
of followers indicates the influential weight of a post whereas
overall noun frequencies yield the public consensus. Lower
case converted stemmed word frequencies best illustrate topic
related word convergence. This is due to the fact that the effects
of word differences, capitalization, misspellings and affixes are
effectively minimized.

IV. CONCLUSION & DISCUSSION
Elaborating and realizing a scalable data-intensive text pro-

cessing application relies on several components: 1) suitable
data sources, 2) associated use cases, 3) processing power and
memory size, 4) data persisting methods. Twitter is one of the
biggest social platforms and provides a myriad of data sets.
The choice of Cassandra as a highly available database is advo-
cated and its inner workings are illuminated. Overall, a scalable
text processing application is developed. The development of
a big data application is taken on holistically and finds both
innovative and uncommon solutions. Streaming Twitter data in
the context of text mining and persisting it with Cassandra has
not been discussed as such in literature. Twitter’s discussion
related topics, noun-phrases and word frequency convergences
are both reviewed and analyzed in a novel way. This paper
specifically contributes to a means of analyzing public debates
(or discussions) in (near) real-time. Simultaneously, data is
persisted without superimposing topic restrictions via search
terms. Introduced methods could also be employed for public
surveillance.

The introduced Python prototype still needs better func-
tional multiprocessing package integration. Overall,
three independent process groups should run concurrently and
use queues to communicate as depicted in Figure 3. Our results
indicate that inserts into Cassandra can be greatly improved
through data parallelization. Future research should focus on
accruing records in memory before batch insertion.

Conclusively, it is recommended to keep the real-time
streaming focus a priority. Cassandra proves to be an exquisite
choice for both data persistance and retrieval. Last but not least,
while this paper focused rather on the processing and storage
performance of our architecture, further optimization towards
an adequate retrieval and re-analysis approach seem promising
by combining Cassandra with Apache Hadoop Distributed File
System (HDFS) [26] and exploiting Apache Spark [27] on top
of an HDFS-based data lake.
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Abstract— Big data and the use of data analytics are being
adopted more frequently, especially in companies that are
looking for new methods to develop smarter capabilities and
tackle challenges in the dynamic processes. This study pays a
particular attention to the role of big data analytics as an
immense potential for addressing societal challenges. It focuses
on how to conduct a data-driven approach to better address
social concerns and challenges that social enterprises,
especially the small ones, are dealing with. The purpose of this
paper is to explore and show how social enterprises can
harness the potential of big data and how the analytics power
can help them find creative solutions to the various societal
concerns.

Keywords: big data; social innovation; SSEs; Analytics;
data-driven.

I. INTRODUCTION

In the context of social advancement, the availability of
big data enables every individual in a developing community
to engage in economic activities, such as social
entrepreneurship [1]. Exploiting big data can also be used to
help make decisions to reduce large-scale social problems
and address societal challenges. Many experiences, over the
world, show how big data analytics can generate value for
social good.

Glow, for example, developed an app using big data to
empower women to gain better insights into their
reproductive systems. Or, IBM’s Canadian Smarter Health
study aggregates millions of data elements from monitors in
ICUs to identify early warning signs of potential newborn
infections, pinpointing issues that even the most experienced
doctor would not have caught using traditional practices [2].
Also, social listening data helped AT&T to identify the
growing sensitivity to texting while driving as a relevant
cause and communications platform.

At this stage, one must wonder ‘how do they do it?’
Somehow, the answer lies in the fact that these enterprises
have seen the potential in using analytics not only to
differentiate their business models but also to innovate. The
power of big data has evolved to become a primary tool in
creating patterns, modeling, and recognizing predictive
patterns, which, in effect, offers valuable insights for social
entrepreneurship to create life-changing opportunities [2].

Despite its importance for Social Innovation (SI), we
have noticed that few studies have analyzed the power of big
data in enhancing Small Social Enterprise (SSEs). SSEs are
concerned as well with the big data phenomenon, which is
also changing the social impact and needs

A SSE is a form of enterprise that places the general
interest above profit, which aims to meet social and
environmental challenges while remaining economically
viable. The fields of application of big data analytics in
social context are numerous, such as: occupational
integration, disability, diet, environment, etc. From health to
agriculture and transport, from energy to climate change and
security, many business models recognize the opportunities
offered by the enormous amounts of data created in real-
time. These models can be provided as a roadmap for this
category of enterprise that seeks to become more successful
social actors by leveraging big data analytics to guide their
social engagements.

But, they must understand the evidence of new
opportunities for finding appropriate solutions to societal
problems through big data analytics, which has opened new
doors and unleashed data’s potential. Furthermore, the paper
creates a roadmap to help them to deal with social issues
when working with big data.

Therefore, in this study the following research question
will be answered: How can social enterprises drive an
analytical approach to get more value out of the data and
optimize their business model in order to better conduct their
project? Through this question, we recall the context of big
data, its importance in conducting decision-making, its
challenges and the role it plays as a complement to create
new opportunities for SSE in order to address the societal
issues.

This study will cover and discuss the basic concepts that
lie behind the big data analytics in order to highlight its
importance in the SI ecosystem. It does not focus on the
technical aspect of big data, such as how to store and process
large amounts of data, rather, it explores why and how SSEs
might engage operationally with data analytics to better
operate in their ecosystem and derive solutions that allow
them to improve SI.

The rest of this paper is organized as follows. Section II
describes a short overview of big data analytics. Section III
describes the challenges and the relevant questions when
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working with data. Section IV gives key elements to
undertake in big data analytics for SI. Section V discusses
the development of a data-driven approach for the SSE. The
conclusions close the study.

II. BACKGROUND: UNDERSTAND BEFORE UNDERTAKE

Before talking about how the social sector can use big
data for SI, this section will discuss the basic concepts of big
data analytics in order to understand the potential of working
with data.

A. Data Analytics Power

Many companies have realized that knowledge is power,
and to get this power they have to gather its source, which is
data, and make sense of it [3]. This was illustrated by the
famous “knowledge pyramid” (see [4]), described as a
“knowledge discovery”.

According to the Oxford dictionary, data are defined as:
“the quantities, characters, or symbols on which operations
are performed by a computer, which may be stored and
transmitted in the form of electrical signals and recorded on
magnetic, optical, or mechanical recording media”.

The potential of data analytics algorithms is deeply
related to the potential of data because data are the material
that Information Technology (IT) tools will harness. Data
are, therefore, a form of wealth, and exploiting it results in an
essential competitive advantage for an ever-tougher context.
In big data age, enterprises will come across many different
types of data (structured, semi-structured and unstructured),
and each of them requires different tools and techniques.

The power of data analytics and their applications, in the
big data age, is no longer to prove. All sectors are warming
up to the benefits of big data analytics. Big data has radically
changed the way data are collected and analyzed since it
introduces new issues concerning volume (how much?),
velocity (at what speed?) and the variety (how diverse?) of
the data available today.

Understanding big data means dealing with data volumes
that are significantly higher than those previously analyzed,
at an incomparable speed (velocity), all while integrating a
widely richer data variety. It is no more about the word ‘big’
now, but it is more about how to handle this ‘big’ amount of
structured, semi-structured and unstructured data, that cannot
be managed with traditional tools, and deal with its high
diversity and velocity to generate value [5].

The added value of big data is the ability to identify
useful data and turn it into usable information by identifying
patterns, exploiting new algorithms, tools and new project
solutions. The idea behind the term ‘big data’ is the one that
justifies that we talk about revolution and not a simple
development of data analysis. What big data brings is the
ability to process and analyze all types of data, in their
original form, by integrating new methods and new ways of
working.

The case of many companies’ experiences illustrates that
data can deliver value in almost any area of business.
Turning data into information and then turning that
information into knowledge remains a key factor for
business success. So, data in itself is not a power; it is its use

that gives power, and more one gives an exchange of data
and information, more one receives [6].

Big data then is about collecting, analyzing and using
data efficiently and quickly with new tools to gain a
competitive advantage by turning data into knowledge and
generate value.

B. How to Generate Value and Extract Useful Knowledge

Overall, the approach seems to be simple: (i) we need
data; (ii) we need to know what we want to do with it and
(iii) how to do it. This idea can be formalized using the
following definition [7]:

“Analytics is the process of developing actionable
insight through discovery, modeling and analysis, and
interpretation of data”.

While:
 The idea of actionable insight is applied to convey

that the objective of analytics is to generate results
that directly increase the understanding of those
involved in the decision-making process [8].

 Discovery refers to the problem definition and
exploratory element of analytics; the identification,
collection, and management of relevant data for
subsequent and/or concurrent analysis. This
discovery stage integrates in [8] emphasis on a
problem definition, with what [9] conceptualizes as
data management, which includes:

- Problem definition: identify what data to collect,
and begin acquiring it. But, the volume of data
manipulated by some companies has increased
considerably and is now in the order of
Petabytes, Exabytes, and even Zettabytes. Chen
et al. [10] highlight the multitude of techniques
that allow organizations to tap into text, Web,
social networks, and sensors, all of which enable
the acquisition and monitoring of real-time
metrics, feedback, and progress.

- Data collection: The collection and combination
of semi-structured and unstructured data require
specific technologies, which also have to
account for data volume and complexity.

- Data management: Data management involves
the storage, cleaning, and processing of the data.

 Modeling and analysis are concerned with applying
statistical models or other forms of analysis against
real-world or simulated data. The middle stage of
this categorization involves making sense of the
acquired data, to uncover patterns, and to evaluate
the resulting conclusions [11].

 Interpretation involves making sense of the analysis
results of, and subsequently conveying that
information in the most comprehensible form
onward to the relevant parties. In another words,
making sense of different types of data and generate
value from it, results in some form of finding.

The most important asset of big data has to do with the
fact that they make it possible to apply knowledge and create
considerable value. But, before one attempts to extract useful
knowledge, it is important to understand the overall approach
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that leads to finding new knowledge. The process defines a
sequence of steps (with eventual feedback) that should be
followed to discover knowledge in data. To complete each
step successfully, effective data collection, description,
analysis, and interpretation must be applied [5][12].

Each step is usually realized with the help of available
software tools. Data mining is a particular step in this
process – application of specific algorithms for extracting
models. The additional steps in the process, such as data
preparation, data selection, data cleaning, incorporation of
appropriate prior knowledge, and proper interpretation of the
results of mining ensure that useful knowledge is derived.

III. ENHANCE INNOVATION WITH BIG DATA

This section is interested in investigating the challenges
that SSEs are dealing with in order to map out an efficient
plan to improve solutions for social issues.

A. Challenges that Social Enterprises are Dealing with

Recently, many studies have employed big data and
analytics for SI [13][14]. The potential for innovation
through data uses and analyzes exists, but, it should be
noticed that there are some obstacles to overcome. The
challenges that social enterprises are dealing with are in
many ways very complex compared to those of enterprises in
business or science sector, which can make the use of big
data that much more difficult. In this context, greater
attention must be paid to the data security and privacy.

So, being a social enterprise is a challenge itself and
small enterprises must recognize the importance of investing
in big data analytics, given its important role as a value
generator. In order to harvest value from big data, social
enterprises have to address some challenges, such as:

 Big data dimension: Each dimension presents both
challenges for data management and opportunities
to advance decision-making. The 3 V’s provide a
challenge associated with working with big data.
The volume emphasizes the storage, memory and
computing capacity of a computing system and
requires access to a computing cloud. The velocity
stresses the rate at which data can be absorbed and
meaningful answers produced. The variety makes it
difficult to develop algorithms and tools that can
address that large variety of input data [15].

 Technological context: One of the main issues is the
incompatible IT infrastructures and data
architectures. IT systems and software should be
able to store, analyze, and derive useful information
from available data [16]. The most successful
companies understand the limitations of the
technology behind their big data operation and
recognize the importance of combining analysis
with a sound understanding of the context, a good
intuition for the industry, and a critical attitude
towards insights derived from data.

 Managerial context: The keystone of big data
exploitation is to leverage the existing datasets to
create new information, enriching the business
value chain [15]. The major challenge to overcome

is the management’s lack of understanding of the
potential value big data can bring to companies
[16]. The goal was to manage the increasing
amount of data, information and to ensure its usage
and flow across the organization. Data are required
to be managed in different steps and most of all
analyzed [17], for organizations to gain knowledge
and value.

A large part of this challenge, for SSEs, lays in the
complexity of data collection, data analysis, data security,
and how to turn that data into usable information by
identifying patterns, exploiting new algorithms, tools, and
new solutions to address social concerns. They are required
to deal with these several issues to be able to seize the full
potential of big data.

B. Making Plans: Beginning by Understanding

The biggest confusion of the importance of big data
(why?), as with every major innovation, lies in the exact
scope (what?), and its implementation (how?). In this
context, SSEs must pay attention to the data’s boundless
opportunities, if they want to generate solutions to address
social challenges. They must adopt a ‘data-driven approach’.
To better conduct this approach, one needs to have a clear
objective. In other words, the clearer the objectives, the more
focused and rewarding the analytical approach will be.

Of course, there are multiple ways a social enterprise can
become more data-driven. For example, by using big data
technologies, exploring new methods able to detect
correlations between the quantities of available data,
developing algorithms and tools that can address that large
variety of input data, by optimizing the Business Intelligence
process, and more.

SSEs must, therefore, seek the information where it is
not, and the most popular way is probably to ask a lot of
questions and see what sticks. SSEs must seek for the
innovative idea by asking relevant questions [5]. Two
essential components are needed to question whether data
analytics can or cannot add value to a SSE:

 Data: What should be done here is exploring all
possible paths to recover the data in order to
identify all the variables that affect, directly or
indirectly, the phenomenon that interests the social
project. An important procedure is to understand the
data that will be collected and then analyzed. The
idea is that the more we have a good understanding
of our data, the better we will be able to use them
wisely. This aims to precisely determine where we
should look for the data, which data to be analyzed
and identify the quality of the data available but
also link the data and their meaning from a business
perspective.

 Definition of problem statement: Everything in big
data analytics begins with a clear problem
statement. Determining what type of problem a
social enterprise is facing with, will allow the
enterprise to correctly choose the technique that can
be used. The success of an analytics approach
cannot be possible without the clarification of what
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we want to achieve and what is need to be changed
to embrace the advancement that big data entails.
This is not just valid in big data context but in all
areas.

Big data is opening up a number of new areas for social
enterprise. Just as Facebook has made it easier to share
photos, new analytics products will make it far easier not just
to run analysis but also to share the results with others and
learn from such collaborations [18].

Public institutions, such as the US government, the
World Bank, etc., have understood the power of data
analytics. They made their data available (open data) to be
exploited and analyzed. This perspective allows many
enterprises and businesses to create innovative applications
able to address societal concerns.

Asking interesting questions develop their inherent
curiosity about data that they are working on. The key is
thinking broadly about how to transform data into a form
which would help to find valuable tendencies and
interrelationships. The following types of questions seem
particularly interesting to better guide a social project:

 What things can SSEs learn from the data?
 How can they ever understand something they

cannot see (making sense)?
 What techniques, methods, and technology do they

need to improve their project strategy?
 How to avoid mistakes and get the best models?
 How can they learn lessons by analyzing available

data, and what they can do with it?
 How to use the results (models) efficiently?
 What impacts do they expect on the choices to be

made? Etc.
This kind of questions allow them to better conduct their

project based on data and analytics, that means think about
the ‘meaningful’ of data, so its ‘practice’ [5].

IV. BIG DATA ANALYTICS AND SOCIAL ENTERPRISE

This section discusses the key elements that can help the
enterprise to conduct a data-driven-approach for SI.

A. Big Data for Social Sector: Challenges and
Opportunities

The generalization of the cloud, intelligent devices, big
data and Artificial Intelligence (AI) coupled with new
human-machine interfaces have revolutionized the business
world and upset the entire economic landscape. With the
emergence of smart devices, the Internet of things (IoT) and
big data age, more and more social enterprises rely on the
use of technology.

According to [2], the concept of smart data is considered
as an exponential part of creating a prosocial brand. In her
research, she discussed the opposite characteristics of doing
social good and big data because both recognize the
important aspects of contemporary markets. The SSE seeks
to create a sustainable business strategy that will encourage
the formation of social values while big data encompasses
growth expectations attributed to private markets [1].

Social enterprises can also promote the achievement of
SI through the utilization of big data analytics. It is the case
of many examples that highlight the potential of big data for
SI. The idea is to combine the passion for social change with
the data analytics field.

In Bhopal India, for example, the Panna Tiger Reserve is
using drones (unmanned aerial vehicles) to safeguard against
tiger poachers. The data collected has allowed them to
improve the efficacy of their efforts and to prove the impact
of their activities, thus encouraging greater support and
funding for their initiatives [2].

Also, the ‘Ushahidi’ application, designed to map
violence after the Kenyan elections in 2008, collects and
disseminates data about urban violence, allowing users to
avoid it and public authorities to prevent it. As for the ‘I
Wheel Share’ application, it facilitates the collection and
dissemination of urban data likely to be useful for people
with disabilities [5].

Or even ‘Deuxio’ the portable sensor developed by
‘Plume Labs’, which measures local air pollution in real-time
and communicates results and data with users. The ‘Victor &
Charles’ provides service that allows hotel managers to
access the digital social profile of their customers in order to
adjust at best their services.

The Social Innovation Program of Qatar Computing
Research Institute (QCRI), in partnership with several
humanitarian organizations, applies big data analytics to
improve humanitarian response.

Also, the Daniel Project, another successful example of
using big data analytics for social impact, Intel’s
collaboration with Not Impossible Labs to 3D-print
prosthetic arms for a 14-year old war victim. Intel’s data
competencies contributed significantly to the technological
solution [2]. The video of this initiative, shared on social
media, captured the hearts and imaginations of consumers
across the world and earned Intel more than a half-billion
online impressions, an impressive quantification of the
intrinsic value of social branding [2].

These examples and many others show the potential of
data-driven approach and its actual impact in helping solve
social problems. Big data is considered a new form of capital
in today’s marketplace [19][20], many firms fail to exploit its
benefits [21]. For SSEs, it is known that they are unlikely to
analyze data on the same scale as large companies (Google,
Facebook, Amazon, IBM, etc), due to their limited sources,
skills and IT tools.

It is possible that they are engaging with the free big data
tools provided by companies like Google, without forgetting
the increase in the prominence of social networks and the
fact that engaging with social media, which can help
generates exposure and traffic for SSEs at a much lower cost
than traditional marketing approaches [22].

But, it is to highlight that they are unlikely to have
capacities and sophisticated tools to capture, prepare, analyze
and manage generated data. In another word, they are not
prepared to fully use the unprecedented amounts of data that
they are able to collect for their unique target populations or
the social issues they address.
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Also, there are several social challenges that social
enterprises are aiming to address, be it environmental,
education, and/or health problems, the innovations that can
be drawn from data are limitless [23]. As for the concept of
smart data, for example, integrating the approach towards
social entrepreneurship brings out an initiative in reinforcing
social values while using information as its core component
[1].

The literature suggests that entrepreneurial orientation is
a useful lens through which to consider the use of big data
analytics in small enterprises. The two dimensions of
entrepreneurial orientation, which point to the link between
small enterprise and big data capabilities, are [16]:

 Innovativeness: Achieving social mission through
innovativeness refers to the ability to solve social
problems or in effect to create social value. This
supports a contention that it will be a key indicator
of whether social entrepreneurs will adopt big data
analytics.

 Proactiveness: Proactive enterprises can make use
of big data analytics to improve their understanding
of their customer and their sector, with the
condition that they have access to the right sources
of information. It is, therefore, an important element
to consider when looking at big data adoption in
SSEs. For example, through retaining the
environment, this reflects the tangible and
intangible results of breaking patterns, changes in
the system, and new discoveries towards process
improvement.

So, SSEs have to examine how to exploit successfully the
diverse and voluminous data and how to use the analytical
techniques in order to accomplish their mission and support
sustainable change.

B. Develop a Data-Driven Approach for SSEs

In order to succeed in an analytical approach and boost a
big data project, it is necessary for social enterprises to
prepare it in advance. To do this, three essential questions
must be asked:

 Why: The first question to ask is “why? “. In most
cases, this question will inevitably occur during the
initial briefing with a consultant or client. Many big
data projects are launched only because the term big
data is in vogue. Many executives board the wagon
and begin to approve massive investments of time
and money to develop a data platform. Most of the
time, this strategy is based entirely on the motive
that “everyone is doing it”. An in-depth analysis of
the goal that a social enterprise wants to achieve, by
analyzing the data, as well as an assessment of the
investments and expertise that the project needs, are
required but too often overlooked in the context of
the deployment of a big data strategy.

 What: In all sectors, companies are now considering
turning the corner on big data and analytics. They
recognize in the data a largely untapped source of
value creation and an exclusive factor of
differentiation. But, many don’t know which

approach to tackling. What social enterprise is
trying to do? Does the project objective creating an
innovative market, or find a new channel that
requires information on client interest and future
profitability?

 How: While companies do see the great potential
that big data analytics can bring to improve their
business performance, the reality is that many are
struggling to generate value from available data.
Gartner [24] study shows that many big data
projects remain blocked and that only 15% have
been deployed in production. Examining such
failures, it appears that the main factor is in fact not
related to the technical dimension, but rather to the
processes and human aspects that prove to be as
important. Conduct a data-driven project means
also to be able, in particular, to answer questions,
such as: How can we be sure that big data could
help us to create social impact? Who should be
involved and when? What are the key steps that
need to be attentive? Is the project on the right track
to succeed? Etc. It is therefore essential, for data-
driven orientation, to ensure:
 For the data: quality, security, structure …;
 For the process: well-defined organization, a

data-driven culture, its direction …;
 For tools: IT infrastructure, storage, data

visualization capability, performance
monitoring.

In order to extract value from big data, it must be
processed and analyzed in a timely manner, and the results
need to be available in such a way as to be able to effect
positive change or influence business decisions. It is also
important to ensure that the social project is progressing
towards the intended result (as depicted in Fig. 1).

Small enterprise in the age of big data, must rely on
varied analytical approaches to thought and action to create
and implement solutions that are socially, environmentally,
and economically sustainable. Being a data-driven in
business, social or science sector means being at the heart of
data valuing and intervene at all stages of the data value
chain: problem definition, data collection, preparation,
modeling and solution creation.

New analytics approach in big data age combines
predictive and prescriptive analytics to predict what will
happen and how to make it happen. Analytics uses and
applications improve the efficiency of the decision-making
process and generate value.

SSEs have to expand their efforts to move their small
business from using only traditional business intelligence
(BI) that addresses descriptive analysis (what happened) to
advanced analytics, which complements by answering the
“why”, “what” and “how” questions.

Ultimately, ‘data science’ and the algorithm of machine
learning are inevitable as they can help extract various kinds
of knowledge from data, which can be referred to the social
solutions.
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Figure 1. Data-driven approach for SSEs (create value from data)

SI is based on the power of data and analytics, which
leads to the need for the exploitation of the data potential.
The principle is that by analyzing, in real-time, the data
collected by GPS, satellites, smartphones, social media …
around the world, it is possible to identify trends, make
connections and predictions. SSEs are leveraging the
opportunities of big data universe and must create their own
approach based on data analytics to better derive social
impact [25][26].

V. DISCUSSION

Analytics widens SSEs scope as an entity, giving them
the ability to do things they never thought were possible. For
example, it offers timely insights, to allow them making
better decisions, about SI opportunities; it also helps them to
ask the right questions and supports them to extract the right
answers as well.

Clearly, the use of big data analytics will provide
numerous opportunities to build social approach based on
data that will effectively and efficiently cater to the needs of
the various entities. In this context, the United Nations
Global Pulse has been created to harness digital data using
analytics tools in order to understand changes in people well-
being.

To improve decision-making processes in the choice of
infrastructure, geolocation data are useful. In Senegal for
example, a GSMA project has identified the most relevant
trajectories for the construction of a road, in line with the
data of journeys operated by mobile phone users. The data
are also used to define maps of illiteracy rates. The same
goes for Ebola, where the mobility of citizens is analyzed to
anticipate population movements.

Also, in partnership with WHO (World Health
Organization), the GSMA has addressed tuberculosis risks
by using anonymous mapping data to measure disease peaks
and predict people at higher risk [27]. The association is also
tracking the resistant forms of malaria using anonymous data
to identify the source and routes of transmission of this
disease.

The ‘Give Directly NGO’ that provides direct donations
to poor people in Africa, is now equipped with a poor village
recognition algorithm based on an automatic analysis of
Google Earth satellite imagery [5][28].

Also, ‘Simpa Networks’, an Indian social enterprise that
rents out-of-use solar panels to households without access to
electricity and donates them after a rental amount, has
obtained a predictive model to identify, among its new
customers, most likely to go through the rental process [29].

Many examples have shown that data-driven solutions
have transformative impacts on SI. These examples have
taken the importance of data from the power of its use and
purpose rather than its volume. These enterprises have
understood that it is the analytics process that can bring
innovative and social benefits.

So, it is the data analysis that will extract all the value
and especially allows developing a more detailed
understanding of the uses. Powerful analytics tools can then
be used to process the information gathered in large sets of
structured, semistructured, and unstructured data.

Data analytics algorithms can provide teams with a
deeper level of evidence so that they can better differentiate
which activities have the greatest social impact and redesign
their services accordingly.
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Be able to act effectively on diverse aspects of data
analysis techniques and IT tools give SSEs the power to
better adapt big data analytics to social needs.

Join the arena of data-driven to SI provides alight on
several points, in this context, some initiatives should be
stepped:

 Map out the demand in the social sector to
identify the nature of issues and the solutions
needs.

 Explore the social impact of big data, and
identify mechanisms through which SI is
achieved [30].

 Identify the existing social project in this field in
order to have a clear vision about the
opportunities and challenges and identify gaps
to better draw their program.

 Preparing a solid IT infrastructure to meet the
challenge and be more competitive in the SI
context.

 Founding a strategy-based approach, which
must be tailored to analytics practices and
techniques in order to address issues and face
social challenges, including practices in which
they implement their own concepts for their
entrepreneurial orientations.

The placement of these initiatives should be coordinated
with the launch of the social entrepreneurial creative spaces
and the pilot projects (where they could be employed). In
this term, the SI ecosystem must be redesigned and updated
through the integration of the factors and the needs to better
draw the roadmap for SSEs to enable them to use big data
and advanced analytics for social good towards the
achievement of social change.

Therefore, the efforts should concentrate on creating a
roadmap for success that covers several stages:

 Set up the entrepreneur’s social issues direction
(identifying its mission, vision and strategic and
operational objectives).

 Establish policies, principles, resources and
expertise guidelines to control ICT and big data
usage.

 Evaluate and analyze the current situations and
the necessary changes and additions to reach the
desired result.

 Identify priorities and use them to determine the
most important components and techniques that
would offer the greatest social effects with the
smallest investment.

 Realize new SI opportunities for further
development by monitoring current analytics
developments and their effects and the arising
issues and new requirements.

SI often has a positive connotation associated with
notions of openness, collaboration or inclusion, unlike other
commercial innovations. Whether it takes the form of new
practices, new measures, new programs or new policies, big
data analytics will facilitate the appropriation and adaptation

of social innovations, alleviating those apprehensions and
will benefit the greatest number of people.

This innovation is placed at the intersection of three
areas: innovation, social problems and digital technologies
that increase the quantities of data. To launch a big data
project, SSEs have to master the way it works (see Fig. 1). In
this context, we propose two approaches [31]:
 Bottom-Up Approach: This approach goes from the

bottom (the technique) to the top (the organization).
With this approach, social enterprises will first
validate the technical choices through a PoC and a
case of use that they consider relevant. Once the
project has been validated, they can continue with
other experiments on ancillary domains (data
analysis, visualization, etc.) or quickly realize a use
case and bring value immediately. This organization
is highly iterative both technically and functionally.
This is obviously the method that brings the fastest
results and can support enterprises’ strategies; in
contrast, its visibility is limited.

 Top-Down Approach: This approach will first impact
the organization of the social enterprises to enable
them to launch big data projects. They must define a
big data strategy for their entire social objective, a
schedule of implementation of the concrete objectives
that often result in new offers for the company or the
improvement of existing offers. With this approach,
the concrete results are longer to obtain. In contrast,
objectives, responsibilities, and sponsors are clearly
identified.

From the several examples mentioned in this paper we
can notice that big data analytics can meaningfully support
social innovation across health, housing, education,
employment, etc. But, it should be noticed that the
exploration of the data alone will not solve major social
problems. Financial and technological resources are also
needed. Therefore, it is necessary to include enough
resources and finance to support the analytics’ uses by
entrepreneurs for social good. This investment is essential to
reap the full benefits of big data and realize all the
envisioned features and capabilities.

The ability of social enterprises to adopt big data
analytics may be understood by looking at their role in the
determination of the data-driven culture and how they are
deploying their resources to engage with and make use of
analytics tools and methods in their field.

VI. CONCLUSION AND FUTURE WORK

To promote the SI process based on data analytics,
specific attention will be paid to the SSEs that want engaging
in this field. This is important because, it helps to understand
their roles, their needs, the challenges they are dealing with,
the social value they can generate, and their position in the SI
ecosystem. Thus, it is needed to address the existing need for
theoretical and methodological frameworks, which build on
the different elements that iterate in the social construction of
SI and account for its complexity and contextual dimensions
[32].
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This paper addresses the importance of big data for small
SSEs, without covering all the areas where data analytics
may benefit the social innovation. It allows an understanding
of the importance of big data for social sector and how these
tools can revolutionize and help the SSEs to evaluate the
efficiency of the social project in order to enhance their
future directions.

This paper contributes to SI literature by creating a data-
driven approach that can help the social enterprise to grow in
unpreceded ways by harnessing the available data and
understand the social needs and issues. This work paves the
ground for developing a more mature data-driven approach,
where real case studies are involved to test the efficiency of
this approach in meeting various social impacts through a
flexible data analytics process.

Future research should focus on data-driven SI, as this
relates to the results and outcomes of data use, from
generating innovative social solutions (products or service)
to improving business and social efficiency. To better
analyze the social impact of big data, more empirical studies
are needed to understand more reasons for which social
enterprises must integrate big data analytics in the SI
ecosystem.
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Abstract—The Internet of Things introduces a new paradigm
where small scale sensor devices can be used to capture data
on physical phenomena. The potential scale of data that will be
captured by such devices stands to transcend the capabilities of
today’s client-server architectures. The necessity to reduce the
data volume has been reflected in enormous research interests
dedicated towards developing new data aggregation techniques
for sensor networks. However, the application-specific nature of
data aggregation techniques has resulted in the development of
a large volume of options, thereby introducing new problems of
appropriate selection. This paper introduces a unique method to
deal with this problem by proposing a classification approach
for data aggregation techniques in wireless sensor networks.
It presents the theoretical background for the selection of a
set of high-level dimensions that can be used for this purpose,
while a use case is presented to support the arguments. It also
discusses how the dimensions dictate data collection procedures
and presents how this framework can be used to develop an
adaptive model for the dynamic selection of data aggregation
techniques based on the characteristics of a sensing application
use case.

Keywords–Internet of Things; Wireless Sensor Networks; Big
Data; Data Aggregation; Adaptive Model.

I. INTRODUCTION

Sensor devices consist of physical devices that have sensor
capabilities to capture data on selected phenomena. Examples
of such phenomena include weather conditions and city pollu-
tion. They host a limited source of power, networking and
memory. A combination of such devices forms a Wireless
Sensor Network (WSN), which can be deployed into various
environments to sense and track various forms of phenomena
[1]. WSNs are especially applicable to scenarios where the
environment is not conducive for human habitation, such as
in earthquake, tsunami or tornado events, or in continuous
monitoring situations such as city carbon monoxide pollu-
tion or for weather monitoring. Due to the characteristics of
such scenarios, implying that they may never be repaired or
maintained, they need to manage their processing in order
to extend their internal power supplies [2], [3], [4]. In order
to ensure this, the generated data needs to be accumulated
and reduced in size before transmission to a base, a process
referred to as data aggregation. Data aggregation becomes
possible because most sensor deployments keep sensors in
close proximity for communication purposes. This leads to
sensors capturing similar data, which become duplicates when
transmitted. Thus, the goal of a data aggregation technique
is to reduce the data duplication and perform further data

compression, before transmission [5], [6]. This task has also
drawn much attention due to the emerging Internet of Things
(IoT), where a multitude of physical objects will be equipped
with sensors and networking capabilities [7], [8], [9], [10].

Data aggregation techniques need to be application-specific
to manage power consumption efficiently [3], [7], [11]. This
has led to the proposal of a large number of techniques for
various application scenarios, thus leading to a large pool of
options. Selecting the right technique for the right scenario
becomes a challenge, especially for researchers [12]. This
challenge becomes amplified in the IoT, where sensors would
be expected to have some form of self-organization.

This paper presents a proposal for a unique classification
method for data aggregation techniques used within WSNs.
It identifies a set of dimensions that can be used to classify
the different operational stages of a data aggregation tech-
nique. The term Dimensions in the context of this study is
used to represent a high level identifiable feature of a WSN
technique. It serves as an encompassing term for several low
granularity characteristics. Under these dimensions, the WSN
characteristics that are important for a technique, such as
node homogeneity, node count and location awareness, are
associated with the technique and referred to as its attributes.
Several selected techniques are matched with their attributes
to compile a database of associations. These data will be
used to build a model to utilise the correlation to dynamically
classify techniques based on application characteristics and
thus, provide a recommendation in the form of one or more
techniques [13], [14].

The remaining of the paper is organized as follows: Section
II presents the background to our study. Section III presents
a use case scenario that will serve as a reference point for
our discussions. Section IV discusses our proposed method.
Section V presents our evaluation plan and Section VI provides
a conclusion and discusses our next steps.

II. BACKGROUND

A. Wireless Sensor Networks and Data Aggregation
Distributed data aggregation involves the decentralized

computation of significant properties within a network that
can be utilized by applications . Examples include the average
workload distribution across the network or the number of
nodes active on the network. Such a task is especially appli-
cable within a WSN, where the aggregation or compression
of data is based on the several network-based parameters
such as node location, distribution and resource distribution
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TABLE I. LIST OF VARIOUS CLASSIFICATION APPROACHES

Article & Author Dimensions used for classification
A Survey of Distributed Data Aggrega-
tion Algorithms [6]

Data aggregation function types
(e.g. duplicate sensitive and
duplicate insensitive); Communication
requirements; Routing protocol;
Network Type (e.g. structured-
hierarchical, unstructured-
flooding/broadcast, etc.)

Data Aggregation in Wireless Sensor
Networks: Previous Research, Current
Status and Future Directions [12]

Topology type; Objective

Practical data compression in wireless
sensor networks: A survey [16]

Energy efficiency

A Taxonomy of Wireless Micro-Sensor
Network Models [17]

Communication function; Data delivery
model; Network dynamics with respect
to power demand

Issues of Data Aggregation Methods
in Wireless Sensor Network: A Survey
[18]

Strategy; Delay; Redundancy; Accu-
racy; Energy consumption; Traffic load

Data-aggregation techniques in sensor
networks: A survey [19]

Network lifetime; Latency; Data accu-
racy; Security

A survey on sensor networks [20] Protocol layer

[6], [15]. Researchers have in the last decade, proposed nu-
merous techniques for data aggregation dedicated to unique
WSN scenarios. The volume of options has grown to such
unmanageable proportions and presented a new challenge of
selecting right technique for the right application. This has
motivated other researchers to propose classification methods
for the various options.

B. Classification Approaches

While most technique classification approaches are based
on surveys, they have selected a set of WSN characteristics to
guide their classification method. Some approaches identified
in literature are listed in Table I.

Table I presents the classification approaches taken by
several researchers. The right column shows the various WSN
characteristics used as yardsticks in the classification process,
which provide a reliable means of evaluating the techniques.
The following observations can be made: a group of WSN
techniques, which have optimised certain characteristics to
achieve efficient data aggregation, have been compared by the
authors based on those characteristics; based on the approach
taken by the authors, minimal effort has been applied to
establishment of correlations between two or more techniques.
In contrast to these, this paper proposes a uniquely differ-
ent approach. We identify dimensions to enable us classify
WSN characteristics within the scope of data aggregation.
The dimensions will allow us to develop correlations between
techniques and their attributes. For example, the Low-Energy
Adaptive Clustering Hierarchy (LEACH) protocol [21] utilises
an algorithm, random cluster head rotation, in order to evenly
distribute energy consumption accross all nodes. This algo-
rithm would be categorized under a dimension, referred to as
Algorithms, and associated with the LEACH technique as an
attribute. The association of attributes to techniques will help
us to compare and contrast them with similar techniques, as
well as to relevant application scenarios. This strategy also
enables us to explore opportunities for new approaches to data
aggregation [22]. The next section discusses the theoretical
background of the identified dimensions.

C. Dimensions
The top goals of a data aggregation technique as used

in a WSN include the minimization of energy consumption,
latency, bandwidth, and the extension of network lifetime. In
order to achieve these goals, a data aggregation technique
needs to closely match the target application scenario. To
develop a model that will enable this functionality, there is
need to develop a classification method to identify appropriate
techniques based on the use case. This approach involves the
definition of a set of dimensions into which WSN character-
istics can be classified. Afterwards, the characteristics can be
associated with techniques. In summary, we identified seven
dimensions namely: Assumptions, Objectives, Specifications,
Algorithms, Applications, Performance Metrics, and Evalua-
tion. While the dimensions are expected to follow an order as
presented, a subject that is expatiated further in a later section,
the theoretical background for their identification is presented
in the following paragraphs.

Most WSN applications have inherent constraints that are
determined by their topology, network structure and accept-
able communication channels. For example, a wildfire event
demands that sensors are deployed after the event has started,
and that sensors are well protected and have similar character-
istics in order to obtain reliable data. Within literature, such
constraints are stated as assumptions. For instance, in [23] as-
sumptions are made about sensor nodes having a single sensor,
while the network consists of a single cluster. In [24], the
authors highlight the need for nodes to have prior knowledge of
the network-wide data correlation structure. In [2], the authors
specify that all nodes use a fixed compression factor. We
selected the term Assumptions as one of our dimensions based
on further literature review. Within our context, we therefore
define Assumptions as the set of pre-conditions under which
a technique must operate. Thus, the variables representing
assumptions are considered immutable during the operation
of the technique.

After a realization of the constraints of the application con-
text, identified as assumptions of the technique, the objectives
of the technique can be stated. In [24], the authors define
the application context in which their objective of “solving
the Slepian Wolf coding problem” can be realized. In [25],
the authors state their objective as “Efficient Cluster Head
Selection Scheme”, while also defining the context in which
the objective will be realised. In [26], the authors state their
objective, based of group communications in multiple target
scenarios, thereby implying the constraints. This essentially
motivated us to select Objective as a high-level dimension to
use in our classification process.

On identifying the constraints and objectives of the tech-
nique, a set of parameters are selected. Such variables are
considered mutable and used to optimize the technique. In
this paper we refer to such variables as Specifications. Such
variables have been used extensively in literature on data
aggregation. For instance, [23] emphasise the need to specify
appropriate number of nodes in their technique to apply the
K-means algorithm. [26] proposed an algorithm, the Two-
Tier Aggregation for Multi-target Apps (TTAMA), which is
expected to be aware of the communication settings of nodes
in order to effectively perform aggregation. [27] use node count
in the network to adjust the response of their technique based
on the objective to develop a low-cost topology construction al-
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gorithm. In conclusion, we define a technique’s Specifications
as the parameters that can be modified during the operation of
the technique, and thus, are applicable for optimization.

With the combination of the assumptions, objectives and
specifications, the technique requires a set of algorithms to
perform its functions. Essentially, a data aggregation technique
achieves its objective based on selected algorithms. For in-
stance, the Shortest Path Tree [28], Minimum Spanning Path
[29], and use of Euclidean Distance [30]. In [28], the authors
combined the sleep and awake algorithm, with a threshold-
based control system to apply adaptability to their technique.
[31] proposed a structure-free protocol to aggregate redundant
data in intermediate nodes to dynamically compute the data
transmission delay for nodes based on their position. In [32], a
framework to enable decentralized data aggregation was devel-
oped by using a routing algorithm based on a gossip protocol.
In [33], the authors developed a gossip-based decentralised
algorithm for data aggregation that relies on crowd-sourced
data and computational resources. In this paper, we have thus,
selected Algorithms as a dimension.

After the last four dimensions, a simulation is essential to
generate data that can be used to validate that the technique
has met its objectives. This strategy is demonstrated by many
proposals from literature [26], [28], [34]. We identify this
step as a dimension called Application, since it represents the
running of the technique in a given use case.

After the simulation, the technique can be evaluated based
on generated data. In our classification approach, we have
identified two more dimensions to cater for this: Perfor-
mance Metrics, and Evaluation. We define the Performance
Metrics as the selected attributes of a technique that can
be used to evaluate its performance. These are expected to
relate directly to the set of objectives and specifications as
discussed earlier [12]. For instance, authors in [35] selected
metrics such as energy dissipation over time, data received
over time, and node lifetime over time, in order to compare
the LEACH and LEACH-C techniques. In [28], in order to
evaluate the Adaptive Energy Aware Data Aggregation Tree
(AEDT) technique, which targets extending network lifetime,
the authors selected metrics such as average end-to-end delay,
average packet delivery ratio, energy consumption and network
lifetime. Similarly, in evaluating the TTAMA technique [26],
the authors selected number of communication rounds and
node energy level after each round.

The dimension termed Evaluation has been chosen to
represent the values that can be used to compare techniques
based on their performance. Thus, Evaluation holds the results
of Simulations and Measurements with respect to the Perfor-
mance Metrics. It is hoped that a generalized reference point
can be developed to be utilized in the comparison of techniques
using the values under this dimension.

III. CONTRIBUTION

Our contribution in this paper includes the proposal of a
unique classification approach for data aggregation techniques
as used in WSNs. These dimensions will enable the classifi-
cation of techniques based on selected WSN characteristics.
The dimensions will be used to develop an adaptive model
that will enable the dynamic selection of techniques based
on the context. From an academic perspective, such a model
would enable researchers to identify relevant and related

characteristics of different techniques and their applicable
scenarios. It also enables a researcher to strategically select
a technique based on a set of characteristics representing a
target application scenario.

IV. USE CASE DESCRIPTION

We present a use case in this section to serve as an illustra-
tion for further discussions. Wildfires are a frequent occurrence
in summer weather, where high temperature levels remain
persistent in the midst of low humidity [36]. They present a
situation where several uncontrolled events lead to tremendous
damage if left unabated. In order to monitor the wildfire event,
the value of a few context-based parameters need to be known.
For example, in order to detect the movement or direction of
the fire, it is necessary to observe the temperature distribution
in the region in real-time. This will require frequent sensing
of temperature levels as the fire moves across the region. In
order to ensure that the nodes can continue to provide this
data, they could be made homogenous, implying that they
have similar computing, sensing or power capabilities. This
reduces the inherent complexity of calculating approximate
temperatures since only an average need be obtained across
all nodes on a frequent basis. This demonstrates the necessity
for the right data aggregation technique to be chosen for a
given scenario. The selected technique must be able to obtain
accurate values for the network-wide resource distribution and
application context parameters such as the need for real-time
frequent sensing.

The above scenario represents one out of numerous use
case scenarios. While a huge number of techniques have been
proposed in the past, there remains the possibility that one
or more use cases have not been catered for. The IoT in
conjunction with new 5G services is especially expected to
provide new use cases that have not been considered yet. This
underscores our proposal for the need to develop an adaptive
and dynamic model for data aggregation techniques. Such
a model can be used to assess current and new application
contexts, to select the right data aggregation techniques and
procedures, as well as establish new approaches for new
scenarios.

V. PROPOSED METHOD

A. Framework Development
Based on the foregoing discussions, Figure 1 presents

the workflow across the mentioned dimensions. We discuss
the diagram with respect to the numbering of the paths.
A data aggregation technique is developed for a particular
set of Objectives. However, before these objectives can be
realised, the application context constraints must be identified.
This relationship is identified by line 1. Once the objectives
are stated, they should be validated when the technique is
applied to a use case. This is possible by selecting appropriate
parameters that can be used to represent the objective. For
instance, a technique targeting energy reduction needs to select
energy consumed, etc., as an evaluation metric. In order to
effectively use this parameter for evaluation, its value needs
to be adjustable in order to compare different states of the
technique’s operation. The set of parameters that will enable
this adjustment fall into the Specifications dimension of the
technique. These relationships are represented on paths 2
and 7. On selecting the specification parameters and stated

29Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-681-1

DATA ANALYTICS 2018 : The Seventh International Conference on Data Analytics

                           40 / 165



Figure 1. Links/workflow between the various high-level dimensions

Figure 2. Representation of hierarchical dimensions that enable the
categorization of technique characteristics

objectives, a group of Algorithms (paths 3 and 4) are applied
to implement the technique. Parameters under the foregoing
dimensions can then be used to develop a simulation of the
technique for a specific application, represented as path 5. The
application (simulation) will generate data that can be used to
validate the objectives by applying the Performance Metrics
(path 6). The results obtained from applying the metrics to the
application would provide the Evaluation results (path 8 and
9).

Figure 2 represents the full illustration of a WSN technique
based on our proposed framework. It shows a hierarchy with
three levels, specifying levels on which a technique can be
defined. The top level is referred to as Dimensions. The second
level, named Subdimensions provides a categorization function
for the set of characteristics. The third level, called Attributes,
represents the WSN characteristics.

A further illustration of how this framework can be used to
identify the relationship between two techniques is shown in
Figure 3. In this case, the techniques LEACH [21] and HEED
(Hybrid Energy-Efficient Distributed) [3] are chosen as sample
techniques. Their associated attributes are used to build an
association between the two enable a process of matching the
techniques. In Figure 3, the middle column with blue circles
represents the commonly shared attributes between the two
techniques. For instance, both techniques, i.e. LEACH and
HEED, share the attribute homogeneous network, a character-
istic that falls under the Assumptions dimension. This creates
an association between the two techniques.

Figure 3. Illustrating how high-level dimensions enable identification of
correlations between two data aggregation techniques

Figure 4. Database structure for storage of technique attributes

B. Data Collection
Based on the defined framework, data needed to be gath-

ered from sources that could provide primary descriptions for
new data aggregation techniques. Based on this, the primary
source of data were academic articles on data aggregation
techniques, supported by books that discussed data aggregation
in WSNs. The framework was used as a guide to select values
for the attributes, and to build the subdimensions. Figure
4 shows the database structure that was used to store the
data. The boxes represent the tables in the database, while
the lines between them indicate that they share foreign key
relationships.

Presently, the number of techniques stored is 125, while 7
dimensions, 132 subdimensions, and 385 attributes have been
identified. An example of a technique “signature” based on
the content of the database is shown in Table II represented in
JSON format.

VI. MODEL DESIGN AND EVALUATION

Some analysis of the data already stored within the
database is shown in Figure 5. It represents the currently
identified correlations between techniques and their attributes.
The x axis holds a number for each attribute, while the y
axis shows the total number of techniques that have the same
attribute. Figure 5 presents a high level visualisation of the
correlation between techniques and attributes.

Figures 6 and 7 depict the preliminary plan for the ar-
chitecture of the model, indicating the expected input and
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TABLE II. JAVASCRIPT OBJECT NOTATION (JSON)
REPRESENTATION OF A TECHNIQUE

BASED ON THE DEFINED FRAMEWORK

LEACH {
assumptions: [“homogenous initial energy”],
objectives: [“Extend Network Lifetime”],
specifications: [“2-Stage Operation”, “Centralised Control”, “Periodic Sensing”],
algorithms: [“stochastic election”, “TDMA Timing”, “Code Division Multiple
Access”, “Uniform Initial Energy”, “Cluster Formation by Associates”],
performance metrics: [“network lifetime”],
application: [“base in proximity”, “packet size”, “network size”, “node count”,
“radio propagation power”],
evaluation: [] }

Figure 5. Technique-Attributes correlations graph based on the data stored
within the database

output formats. The figures present a single use case scenario
where application characteristics serve as the input data. The
term “technique signature” is used in Figure 6 to indicate
that a set of attributes can be used to uniquely distinguish
a technique from another, otherwise referred to as its signa-
ture. Figure 6 indicates that the input is expected to be in
JSON and should describe the request based on a format that
will need to be determined. Each circle represents a single
attribute, such as location awareness. Thus, a combination of
circles arranged vertically represent a single technique’s set
of attributes and is referred to as a “Technique Signature”.
A technique signature is expected to uniquely distinguish a
technique. The group of 3 shown in Figure 6 represents a
larger collection of techniques that are used at this stage to
compare and match input requirements with stored or learned
correlations between techniques and attributes. Thus, this stage
could be implemented as an Artificial Neural Network. The
input will consist of a specification describing the application
scenario and set of requirements. The output will consist of a
recommendation of a technique or a combination of techniques
applicable to the given scenario. Figure 7 represents the stage
that receives the output from Figure 6, where the output is
validated based on prior learning. The output from this next
stage provides the expected output from the model. The design
will be improved upon as we progress.

VII. CONCLUSION

In this paper, we have presented a design of our proposal
for an adaptive model that is able to dynamically select data
aggregation techniques based on application context metadata.
This capability finds utilization in the emerging Internet of
Things where the number of active sensors, and subsequently

Figure 6. Preliminary plan for an advanced stage of the model — first part

Figure 7. Preliminary plan for an advanced stage of the model — second part

the generated data, is expected to grow exponentially. We
intend to improve on the output shown in Figure 5 by obtaining
more data, while ensuring that the data is consistently cleansed
to make it suitable for its purpose. We will then apply machine
learning to the final data in order to develop the adaptive
model. A set of use cases will be developed to test the model
to ensure its effectiveness.
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Abstract—Even before 2016 elected US president Donald Trump
made the microblogging service Twitter a tool for political
campaigning and broadcasting, the online service with millions of
users gained attention in public events, scandals or sport events.
The question still remains open to what extent the analysis of
Twitter communication reveals insights into to political discurse
during elections. This study uses the context of the 2017 German
federal election to investigate the political communication within
the Twitter network during 10 weeks leading to the election
in September 2017. Almost 1,500,000 million tweets are ana-
lyzed using three different lexica: SentiWS, Linguistic Inquiry
Word Count (LIWC) and German Political Sentiment Dictionary
(GPSD). In order to gain deeper insights, the users producing the
tweets are investigated. The results show that users strongly differ
in their activity on the network and perform statistical tests to
evaluate differences among the user groups.

Keywords–Social Media; Twitter; Sentiment; Elections

I. INTRODUCTION

Political communication via social media and especially
microblogging services, such as Twitter have intensified in
recent years. Digital platforms are used by numerous actors
to inform themselves politically and to exchange thoughts
and ideas [1]. In many countries, social media are used by
politicians and political parties more frequently as a medium
for election campaigns and political marketing [2]. Especially
negative political statements can often attract people’s attention
and gain high efficacy and attention [3].

As the popularity of social media increases, so does the
likelihood that people will find ways to abuse them for their
own purposes. One type of abuse in the political online
debate is the so-called Astroturf, in which politically motivated
individuals and organizations use several remote controlled
accounts to give the appearance of broad and spontaneous
support for a candidate or opinion [4]. Symptoms include
various types of unlawful use, such as spam infiltrating social
networks [5]. In addition, in recent years, political actors
around the world have begun to use the digital power of
automated programs called social bots [6]. They purposefully
mimic human behavior, actively engage in the opinion-forming
process and have the potential to distort discussions in social
networks and manipulate public opinion [7], [8].

Twitter, in particular, has become an ideal destination for
exploiting automated programs through its growing popularity
and open nature [9]. Automated accounts are often character-
ized in Twitter by high activity in terms of large tweets, which
are generated in connection with political events during very
short timespans.

From the growing need to identify highly active, opinion-
forming actors in the digital political discourse, the task of
this work is to quantify the message traffic in the context of
the 2017 German federal election on Twitter and to quantify

the influence of highly active users on the general mood in
the election campaign debate. Important questions include the
contribution of highly active users to political communication
for the 2017 federal elections and their potential influence on
other users. In addition, it should be determined whether the
generated mood of highly active users, in polarity or strength,
agrees with or differs from the majority tonality of the users.
The question is whether highly active users differ significantly
in their behavior from other users. This is especially interesting
due to the fact that a new party, called the “Alterantive für
Deutschland (AfD)”, entered the stage of German politics and
vies for attention.

The paper is organized as follows. In Section II we will
provide the research background on election analysis in twitter
and the special features to this subject. Section III we will
lay out the research method and details of the data collection.
Furthermore, the different lexica used in this work are intro-
duced. Another aspect is the meassurement of user activity,
which is also addressed in this section. The results of the
analyses are presented in Section IV. The result presentation
is divided into a descriptive analysis, results from investigating
the different user groups and the sentiment investigations. The
work concludes with a summary and interpretation of the
results and gives indications of future investigations.

II. RESEARCH BACKGROUND

In our study, we use 1,475,838 tweets published in the
months leading up to the federal election of the national
parliament in Germany in 2017. The election took place on
September 24th 2017. The elections in 2017 are entering a
new chapter in the history of the Federal Republic of Germany,
as in this election for the first time a new party, the AfD,
by many considered a “right-wing” or populist party enters
the stage [10], [11]. The German party landscape consists of
7 relevant parties, Social Democratic Party SPD, Christian
Democratic Union CDU, Christian Social Union in Bavaria
CSU, Alternative for Germany AfD, Free Democratic Party
FDP, The Left LINKE or DIE LINKE and Alliance 90/The
Greens GRÜNE, where CDU and CSU form a federal union
called CDU/CSU or short Union. The strongest group in
the new Bundestag, with a share of 32.9%, was the CDU /
CSU parliamentary group. The SPD reached 20.5%. The AfD
made its first entry into the Bundestag with 12.6%. The FDP
managed with 10.7% to return to parliament. The Left achieved
9.2% and The Greens 8.9% of the votes [12].

Not only since the 2016 elected US president Donald
Trump uses the online service Twitter to process political
statements, microblogging services are in the focus of science
[13]–[15]. Many researchers investigate the effects on the
political landscape or the reflections of real world events in
online social networks like Twitter [16]. It remains unclear
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whether networks like Twitter either mirror or shape political
discurs and if so, to what degree [17]. Despite this uncertainty,
there is an ongoing discussion about the influence of possible
bots or agents from other countries on local political events,
such as the Brexit [17], [18] or the 2016 US elections [19],
[20].

Despite the unique properties of tweets compared to other
textiles, they have proven to be a reliable source for sentiment
analysis. One of the earliest works in which Twitter data was
used for sentiment analysis is by Go et al. [21]. They used
tweets with emoticons to train a machine learning algorithm
and were able to predict the mood in tweets with high accuracy
(about 83%). Bermingham and Smeaton also announced in
2010 that classifying short microblogging entries is much eas-
ier than classifying longer blog entries [22]. Barbosa and Feng
showed that the performance of sentiment analysis in Twitter
can be improved by incorporating social relationships and
connections, for example a user’s followers [23] on Twitter.
Further work has been done to introduce new automated meth-
ods of sentiment analysis and to optimize existing approaches
to increase the classification accuracy of Twitter texts in a
variety of contexts. This emphasizes the ability of Twitter
sentiment analysis as a scientific tool to investigate human
communication, hence, political communication. Tumasjan et
al. found out that political sentiment towards parties and
politicians can be linked to real events and political demands
of the actors using sentiment analysis of the 2009 general
election [16]. The results showed both, a lively discussion and
conversations among the users. The study was further able to
attribute the election result to the proportion of tweets which
mentioned a specific party. Furthermore, research has shown,
that Twitter usage varies significantly among its users [24].

In the political context regarding Twitter sentiment, neg-
ative moods are frequently identified. For example, news
coverage of the 2008 US presidential election revealed negative
sentiment rather than positive sentiment in response to specific
political events, such as television debates [25]. Another work
showed that the general mood of the Twitter debate on the
2008 US presidential election was also rather negative [26].

III. METHOD

The data used in this work was collected in a 10 week
period leading to the federal elections in Germany on 24th
September 2017 using the official Twitter API [27], [28].
During this period, all tweets containing at least one hashtag
reference to one of the top parties SPD, CDU, CSU, AfD, FDP,
LINKE, GRÜNE were collected. The resulting raw dataset
comprised 1,475,838 tweets. Since only German tweets are
evaluated, the tweets were extracted from the multilingual
tweets for further use. Language recognition was performed
using the N-gram based text classification of Cavnar and
Tenkle [29]. The described speech recognition process clas-
sified 1,255,666 tweets as German. The dataset also included
225,371 entries with hashtags of the two chancelor canididates
Merkel und Schulz which have been removed in this work,
since we concentrate on party related content. The resulting
dataset then comprised 1,030,295 entries. All relevant hashtags
are listed in Table I. They are already subdivided into hash tag
groups with subsequent hashtags.

In a further step, additional special characters and HTML
elements, such as “&amp;” were removed from the text corpus.

TABLE I. NUMBER OF HASHTAG ENTRIES BY HASHTAG

Party hashtag Number of entries Asigned hashtags

AFD 515,615

#AFD, #AfD, #afd, #TrauDichDeutschland,
#traudichdeutschland, # noAfd, #NoAfD,
#AfDwaehlen, #NeinZuAFD, #afdstoppen,
#fckafd, #FCKAfD, #AberKeineAFD,
#afdverhindern

SPD 154,397 #SPD, #Spd, #spd, #spdde,
#EsistZeit, #esistzeit, #EsIstZeit

CDU 149,980 #CDU, #Cdu, #cdu, #fedidwgugl
FDP 71,570 #FDP, #Fdp, #fdp

LINKE 31,206
#LINKE, #Linke, #linke, #DIELINKE,
#dielinke, #DieLinke, #Linken,
#NURDIELINKE

GRÜNE 46,794
#GRÜNE, #Grüne, #Gruene, #Grünen,
#Gruenen, #DieGruenen, #DarumGrün,
#GrueneVersenken

CSU 54,649 #CSU, #Csu, #csu

To determine the mood of a text by means of lexicon-based
sentiment analysis, different dictionaries can be used. In the
past, several such directories have been developed. Each with
different strengths and weaknesses [30]. Due to the focus
on a German text corpus, the use of dictionaries is limited
to German lexica. In this work, three word-based sentiment
lexica will be used: SentimentWS [31], Linguistic Inquiry
Word Count [32] and German Political Sentiment Dictionary
[33].

SentiWS is a publicly available, German-language dictio-
nary provided by the University of Leipzig and is suitable for
sentiment analysis based on the German language [31], [34].
The words are weighted in the interval -1 to 1, depending on
the level of expressiveness. SentiWS includes 1,818 positive
and 1,650 negative words, or 16,406 positive and 16,328
negative word forms, and includes nouns and verbs in addition
to sentiment-bearing adjectives and adverbs. SentiWS is based,
among other enhancements, on the General Inquirer, a popu-
lar English language sentiment dictionary whose words have
been systematically translated into German and then manually
reworked [31].

The LIWC is a text analysis software with an integrated
dictionary [32]. It was published in 2001 by Pennebacker et
al. [35] and has been developed for the automatic analysis
of texts in the one-word-procedure and provided by Dr. med.
phil. Markus Wolf from the University of Zurich. With the aid
of the stored dictionary, words are assigned to one or more
predefined language categories. The language categories cover
grammatical-linguistic characteristics of the text as well as
thematic-content-related aspects, such as positive and negative
emotions or the presence of social and cognitive speech
content. The program also tracks how many words in a text
could be assigned to categories and considers this in relation
to the length of the text. The precission rate of the German
LIWC dictionary was cited with 63% in the past while the
English dictionary is cited with 73% [32]. In the context of
the general election in 2009, the LIWC software was used in
2010 by Tumasjan et al. [16] for political sentiment analysis
in Twitter.

The GPSD is a German lexicon by Haselmayer and Jenny
[33] especially developed for the analysis of political com-
munication. The words contained are weighted along a 5-step
negativity scale from 0 (not negative) to 4 (very strong neg-
ative). Assuming swarm intelligence, Haselmayer and Jenny
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used the crowd-coding method and had texts reviewed by
a large number of anonymous non-experts. They achieved
reliable results through crowd-coding and advocated the use
of custom dictionaries.

To address the questions of user activity differences it
is necessary to determine a users’ activity in the Twitter
network. According to Bruns and Stieglitz, a user’s activity
can be described in the simplest way by the number of tweets
generated by a user for a certain hashtag [36]. If this activity
is determined for all users, the relative contribution of users
or user groups to the overall communication for a hashtag
can be determined. User activity in communicative situations
on Twitter and other platforms is likely to be described by a
long-tail distribution: a comparatively small group of highly
active users generate most of the content, while a much larger
number of less-active users only account for a small amount
of Tweets [37]. According to Bruns and Stieglitz, it is often
meaningful to group the users into groups based on this law.
They work with a 90/9/1 distribution established by Tedjamulia
et al. [38], which allows users of social networks to be divided
into the following three groups:

• The most active 1% of users
• The other, still very active 9% of users
• The remaining, less active 90% of users
In this way, it can be examined how dominant the most

active 1% of users are within the entire hashtag conversation
on Twitter and whether there are obvious differences between
the activity patterns of these groups [39].

IV. RESULTS

A. Descriptive Analysis
As highlighted in Table I, the number of hashtag entries

strongly differs by party (hashtag) and does not reflect the
election outcomes. In particular, the hashtag group #AFD
shows an extremely frequent occurrence with over 500,000
cases, which corresponds to a share of almost 50% of all
entries, yet having an election result of 12.6% of the votes.
On the other hand, the strongest group in the elections, the
CDU/CSU union with 32.9% of the votes only accounted for
14.64% of the entries of party hashtags. As a short conclusion,
the users mentioning the AFD hashtag are either very active or
there is a big controversy around that hastag within the Twitter
community. This is further highlighted in Figure 1 where the
percentage of each hashtag of the 7 party hashtag groups is
stacked upon reflecting the percentage of entries per day. The
AFD hashtag dominates the whole timespan having numerous
days when the percentage reaches values higher than 50%.

To assess possible activity differences, all users producing
tweets where grouped in three activity groups. The classifica-
tion of users based on their activity was based on the 90/9/1
distribution presented in Section III. The division of the data
set into the three activity groups was realized by quantile
division. For quantile formation, users were sorted by their
tweet frequency (activity) in descending order, and then the
100%, 99%, and the 90% quantiles were determined to create
the 1%, 9%, and 90% user groups. Each of the three subgroups
of the activity groups created included the proportion of tweets
generated by the Twitter users of each group.

Figure 2 shows the number of tweets by each user group.
The results clearly show that 1% of the Twitter users in the
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dataset account for the majority of all tweets in the dataset. The
1% group even accounts for more tweets than the lower 90%
of the users. This confirms the presumption of the existence
of a long tail in the user activity.
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B. User Groups

TABLE II. USER AND TWEET PERCENTAGE OF USER GROUPS

Group Users Tweets per User Tweets (%)
1% 1,043 160-3365 38.30%
9% 8,851 16-159 38.07%
90% 93,816 1-15 23.63%
Total 103,701 1-3365 100%

Table II lists the number of user per group and the
percentage each group accounts for. To answer the question
wheter one user group shows a higher “reach” in terms
of “Twitter reach”, the reach R has to be determined. The
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potential reach R of an activity group was defined as the sum
of the possible reach indicators of the Twitter API (number of
followers, number of retweets and number of favorites) across
all tweets of an activity group. Followers are the number of
users subscribed to the twitter user posting a tweet. Figure 3
shows the mean potential reach of all user groups in terms
of followers and retweets. The first group (1%) showes the
highest numbers of average followers per tweet with 5097.46.
Also the number of retweets is the highest in this group with
a value of 0.83 retweets per tweet on average.
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C. Sentiment of Election Tweets
As highlighted in Table III, the mean sentiment values of

the activity groups SentiWS [-0.099; -0.073] and GPSD [-
2.721; -2.591] were mainly in the negative and LIWC [1.302;
2.404] exclusively in positive territory. The difference between
the activity groups was particular large in LIWC. The standard
deviation (SD) was very high for all three procedures and for
all activity groups. This was especially true for the lexica
SentiWS and LIWC. It is noticeable that despite different
scales of measurement, all three lexica displayed the same
trend: the average sentiment value was highest in the 90%
group of users, lower in the 9% group and lowest in the 1%
group. This observation was significant at a level of p < 0.001
for all dictionaries.

TABLE III. MEAN SENTIMENT VALUES OF DICTIONARIES

Group SentiWS LIWC GPSD)
1% -0.099 (SD 0.331) 1.302 (SD 9.242) -2.721 SD(1.528)
9% -0.089 (SD 0.328) 1.723 (SD 9.143) -2.669 SD(1.504)
90% -0.073 (SD 0.325) 2.404 (SD 9.283) -2.591 SD(1.449)

D. Sentiment in Hashtag Groups
In this section, a sentiment comparison of the hashtag

groups introduced in Table I was performed. Figure 4 visual-
izes the proportionate (A) and mean (B) sentiments of the hash-
tag groups. The generated sentiment of the hashtag conversa-
tions were very different. The highest sentiment was generated
by the AfD (41.20%), followed by BTW17 (20.62%), SPD
(12.31%) and CDU (11.33%) and again with a considerable
distance FDP (4.89%), CSU (4.10%), GRÜENE (3.67%) and
LINKE (1.90%). The proportionate sentiment of the hashtag
conversations were related to their tweet proportions. For
example, the AFD with 41.2% had the highest sentiment shares

and was with 39.98% the most sentiment-bearing Hashtag.
The average sentiment per tweet slightly varied from -2.59
(LINKE) to -2.75 (AfD). The standard deviation was very high
for all hashtag conversations.
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To investigate significant differences among the hashtag
groups and the user groups in terms of sentiment, a Dunn test
was performed [40] to compare group differences. Prior to
the Dunn Test a Kruskal-Wallis test was performed to prove
an existing effect of the actitivity and hastag groups on the
sentiment. Table IV contains the associated p-values of the
multiple mean comparisons.

TABLE IV. P-VALUES OF THE MULTIPLE MEAN COMPARISONS WITH THE
DUNN TEST

Hashtag Group 1:9 1:90 9:90
AfD 0.349 0.047* 0.029*
CDU 0.018* 0.000*** 0.000***
CSU 0.091 0.001** 0.017*
SPD 0.005** 0.000*** 0.000***
LINKE 0.446 0.010* 0.002**
GRÜENE 0.188 0.225 0.329
FDP 0.000*** 0.000*** 0.180

*p < 0.05, **p < 0.01, ***p < 0.001

For CDU and SPD, there were significant differences
in moods between all activity groups (see Table IV). The
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sentiment becomes increasingly negative from the 90% group
through the 9% group to the 1% group). For AfD, CSU and
LEFT, the 90% group differed significantly from the other
activity groups. Conversely, the pairwise comparisons of 1%
and 9% showed no significant differences. For FDP, the 1%
group differed significantly from the other two groups and for
GRÜENE there were no significant differences between the
activity groups.

E. Interpretation
The 10% of the most active users (1% and 9% together)

generate more than three quarters of the content, while the
remaining 90% together make up just under a quarter of the
tweets. Reach via followers and retweets increases with user
activity: the mood of highly active users (1% group) reaches on
average more followers and their tweets are retweeted more of-
ten than those of the other activity groups. Tweets from the 9%
group are most often favored. Around 68% of the total tweets
produced are retweets, just under 25% are tweets and about
7% are answers. The sentiment polarity for the 2017 general
election is positive after evaluation of the LIWC software and
negative according to the results from SentiWS and GPSD.
The sentiment between the activity groups shows significant
differences and becomes more negative as users become more
active. This trend is evident in all dictionaries. Especially the
hashtag groups on CDU and SPD follows this observation,
while other hashtags do not always show significant results.
Although the sentiment differences are highly significant, the
overall effect is rather low.

V. CONCLUSION AND FUTURE WORK

We analyzed over one million tweets during the pre-
election phase of the German federal elections in 2017. The
overall results show that twitter is indeed an online platform
for political discussion.

First, it will be discussed which spectrum of activity,
expressed in terms of tweet share and reach, of highly active
users on the political discussion on the 2017 German federal
election on Twitter. The participation of highly active to active
(1% - and 9% - group) and less active users (90% - group)
is in the ratio 3: 1 (see Table II). 75% of the content is
thus generated by a small, very active group. A similar trend
was also observed in other political debates on Twitter: For
example, in the Twitter debate on the 2009 general election,
more than 40% of the news was produced by only 4% of
the users [16]. This effect has been shown multiple times in
past. News tweets comprising the standard political hashtag for
political discussions #auspol in Australia, more than half were
generated by the 1% most active users, while the majority of
users remained inactive [36]. Howard and Kollanyi’s (2017)
Brexit referendum investigations also found that less than 1%
of accounts accounted for almost one third of all content [17].
This strong imbalance in users’ communication shares, which
seems to emerge in political discussions on Twitter, can also be
seen during the communication to the 2017 general election.
The participation of the users in this dataset most likely seems
to follow the rule that Bruns and Stieglitz refer to: A small
minority of Twitter users dominate the discussion with their
content.

However, the user groups not only generate different num-
bers of tweets, their contents are also differentially visible to

the Twitter community: the average reach in terms of followers
and retweets increases with the activity of the groups and
peaks in the highly active user group. This suggests that highly
active users may pass the generated mood to more users than
the less active users due to the higher number of followers.
Their content is also retweeted more frequently, reaching more
potential readers. The level of influence of highly active users
on the Twitter community about their increased reach therefore
seems to be higher than that of less active accounts.

The SentiWS and GPSD lexicons produced negative av-
erages for mood in the dataset, while the LIWC software
was positive. It can be assumed that negative tweets and
thus negative moods dominate the data set and the general
communication surrounding the election. As described in Sec-
tion II, there seems to be a trend towards negative overall
attitudes in political debates on Twitter. This trend was largely
confirmed in the present work. Negative sentiment during the
election campaign could be attributed to the fact that negative
campaigns against parties, and in this case against their party-
specific hashtags, seem to have proven effective considering
Twitter reach.

In contrast to Tumasjan et al. [16], this study could not
directly link the amount of tweets posted to election results.
Nevertheless, the study shows that Twitter can serve as a tool
to study the political debate during an electoral phase. Since
the hashtags in all hashtag groups contain both, positive and
negative sentiment, the sole number of hashtag per group is a
limited predictor for election outcome. The study has, however,
several limitations. The integration of other linguistic methods,
which take into account sentence structure, part of speech and
word location (part of speech tagging, negation, reinforcing
words) would be another step to increase the classification
accuracy.

In addition, sentiment values could be calculated on the
basis of fixed expressions and phrases instead of words.
It might also be useful to introduce special adjustments to
informal texts and the Twitter-specific language by, for exam-
ple, incorporating common typos, urban speech, speller and
Twitter-specific vocabulary into the algorithm. Samples from
the data set in this context gave the impression that only few
spelling and grammatical errors were made. This could be
related to the seriousness of the issue: Actors in the political
discussion want to preserve their reputation and credibility
through clear and correct language.

Furthermore, emoticons could be investigated, since they
have already been successfully embedded in the sentiment
analysis of Twitter data in other works [21]. In the tweet
texts, however, no significant amount of emoticons could be
identified, which may be related to the fact that the polit-
ical discussion is a more serious topic in which emotional
expressions about emoticons are rather avoided. In order to
increase the accuracy of classification, the calculation of the
sentiment values at the sentence level could also be varied by
calculating not the sum of all values, but the mean value. This
standardization could more accurately capture the polarity of
the text. At the same time, however, the information about the
intensity of the mood would be lost.
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Abstract — In recent years, there have been various research 
efforts aiming to investigate how social media are used to 
express or influence TV audiences and if possible to estimate 
TV ratings through the analysis of user interactions via social 
media. Given that these efforts are still in their infancy, there is 
a lack of an established methodology for designing such 
frameworks or services. This paper reviews the most dominant 
existing approaches and identifies the fundamental design 
principles aiming to generate best practices and guidelines for 
such systems. It then proposes a methodology and a reference 
architecture that can be employed by those that aim to exploit 
social media data to support audience analytics and extract TV 
ratings. Finally, this paper introduces and evaluates the 
utilisation of Google Trends service as an additional 
information source in support of audience analytics. 

Keywords-social media data; audience analytics; 
methodology; reference architecture; Twitter; Facebook; Google 
Trends. 

I. INTRODUCTION 
TV ratings have been crucial for the society due to the 

fact that they influence the popular culture, but also for the 
media industry as they are the basis for billions of dollars’ 
worth of advertising transactions every year between 
marketers and media companies [1]. For more than 50 years, 
TV ratings are estimated by sampling the audience with 
specific installed hardware on TV devices. In the meantime, 
there is an increasing trend of people watching TV programs 
that on the same time are also interacting via social media 
services posting messages or other content mediating their 
opinions. In addition, new services are drastically changing 
the media consumption patterns as for example it is now 
possible to watch TV programs on YouTube regardless of 
location or time.  

This proliferation of social media utilisation by large 
population portions along with recent advances in data 
collection, storage and management, makes available 
massive amounts of data to research organisations and data 
scientists. Exploiting the wealth of information originating 
from huge repositories generated for example by Twitter and 
Facebook has become of strategic importance for various 
industries. However, the availability of massive volumes of 
data doesn’t automatically guarantee the extraction of useful 
results, while it becomes evident that robust research 
methodologies are more important than ever.  

There are already various research efforts aiming to 
exploit data originating from social media sources in support 
of audience analytics. Until today, these efforts are mainly 
offered to complement the traditional TV ratings and do not 
aim to substitute them. However, as stated in [2], traditional 
approaches are demonstrating various limitations due to the 
fact that they are necessarily sample based with a relatively 
small number of installed metering devices due to the high 
cost of them. In addition, traditional approaches can hardly 
take into account new viewing behaviours such as the 
mobility of audience members and nonlinear viewing.  

This paper aims to review the most dominant research 
efforts for social media analytics focusing on the extraction 
of additional insights about TV audiences. Based on this 
review and on authors’ own evaluations, this paper proposes 
a five stage methodology and introduces a reference 
architecture that can be used as a starting point for any 
research work studying the usefulness of social media data 
for audience analytics purposes. 

The rest of this paper is structured as follows. Section II 
reviews the main research initiatives that aim to extract 
audience analytics metrics by monitoring any related 
keyword-specific traffic across selected social media. 
Section III proposes a methodology for building a social-
media based audience analytics framework and maps the 
most dominant related research initiatives to specific 
decisions made across the five steps of this methodology. 
Section IV introduces a reference architecture suitable for the 
implementation of such a framework. Section V presents 
experimental findings that support the extension of social 
media data sources with Google Trends data aiming to 
optimise the performance of the proposed audience analytics 
framework. Finally, conclusions are drawn and future plans 
are exposed. 

II. RELATED WORK 
In recent years, there is an increasing trend on analysing 

social media and Internet search engines utilisation for 
studying and examining behaviour of people with regards to 
various societal activities. The proper analysis of these 
services goes beyond the standard surveys or focus groups 
and has the potential to be a valuable information source 
leveraging internet users as the largest panel of users in the 
world. Researchers and analysts from a wide area of fields 
are able to reveal current and historic interests for 
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communities of people and to extract valuable information 
about future trends, behaviours and preferences. Some of the 
fields where social media analytics have been employed for 
such purposes include: economy (stock market analysis [3] 
and private consumption prediction [4]), politics (opinion 
polls [5] and predictions of political elections [6]), public 
health (estimate spread of influenza [7] and malaria [8]), 
sports (predict football game results [9]), tourism (places to 
be visited by observing the most frequently attended places 
in a given location [10]), demographics (identifying gender 
and age of selected user groups [11]) and infotainment 
elaborated upon hereafter. 

There are numerous research initiatives that apply social 
media analytics to estimate potential popularity of 
multimedia content. For example, authors in [12] propose a 
mechanism for predicting online content’s popularity by 
analysing the activity of self-organized groups of users in 
social networks. Authors in [13] attempt to predict IMDB 
movie ratings using Google search frequencies for movie 
related information. Similarly, authors in [14] are applying 
social media analytics for predicting potential box office 
revenues for Bollywood movies based on related content 
shared over social networks. In the work presented in [15], 
social media and search engines utilisation are analysed 
during the pre-production phase of documentaries in order to 
identify appealing topics and potential audiences. 

Based on the findings of the aforementioned initiatives, 
social media data demonstrate a relevant and flexible 
predictive power. The underlying relations among social 
media data and predictive variables not known a priori. The 
extraction of these variables and the utilisation of the 
appropriate algorithms can lead to quantitative statistical 
predictive models of several social targets of interest. A 
research field that gains significant attention with huge 
economical potential is the application of social media 
analytics in support of audience estimation for TV shows. 
Some of the existing efforts are presented here after. 

One of the first approaches towards this scope is 
presented in [16]. Authors introduced concepts such as 
“Textual relevance”, “Spatial Relevance”, and “Temporal 
Relevance” along with the respective formulas for measuring 
the relevance of a Tweet with a targeted TV show. These 
metrics were utilized along with the total volumes of tweets 
and users for calculating the popularity of TV shows. 
However, cross-validation of this approach with ground truth 
data is missing.  

The research presented in [17] mainly focuses on TV 
drama series that airs once a week. Authors attempt to 
estimate future audience volumes of TV shows through a 
predictor which is based on three layer back-propagation 
neural network. The predictor is fed with input from 
Facebook (e.g., number of related posts comments, likes, and 
shares) along with the ratings of the first show of the season 
and the rating of the previous show. According to the 
authors, the prediction accuracy of this approach based on 
Mean Absolute Percentage Error (MAPE) was from 6% to 
24%. 

The work presented in [18] is one of the first attempts for 
creating a statistical model with the goal of predicting the 

audience of a TV show from Twitter activity. Authors 
collected a large number of Tweets containing at least one of 
the official hash-tags of the targeted political talk shows. 
After analysing the data, a significant correlation was 
discovered between Twitter contributors per minute during 
airtime and the audience of the show’s episode. Based on 
these results, a multiple regression model was trained with 
part of the dataset and utilized as a predictor for the 
remaining observations to evaluate its performance. 

In [19], interactions between television audiences and 
social networks have been studied, focusing mainly on 
Twitter data. Authors collected about 2.5 million tweets in 
relation with 14 TV series in a nine-week period aired in 
USA. Initially, tweets were categorised according to their 
sentiment (positive, negative, neutral) based on the use of a 
decision trees classifier. Further analysis included the 
clustering of tweets based on the average audience 
characteristics for each individual series, while a linear 
regression model indicated the existence of a strong link 
between actual audience size and volume of tweets.  

Authors in [20] defined a set of metrics based on Twitter 
data analysis in order to predict the audience of scheduled 
television programmes. Authors mainly focus on Italian TV 
reality shows, such as X Factor and Pechino Express where 
audiences are actively engaged. According to the authors, the 
most appropriate metrics are related to the volume of tweets, 
the distribution of linguistic elements, the volume of distinct 
users involved in tweeting, and the sentiment analysis of 
tweets. Based on these metrics, audience population 
prediction algorithms were developed that have been 
validated based on real audience ratings. 

Similarly, research efforts presented in [2] and [21] are 
utilising Twitter data in an attempt to improve TV ratings, 
but these approaches lack extensive validation. 

III. METHODOLOGY FOR BUILDING A SOCIAL-MEDIA 
BASED AUDIENCE ANALYTICS FRAMEWORK 

In the last years, the vast use of social media gave us the 
ability to accurately predict or discover various events 
exploiting data freely available online. The most suitable 
methodology that enables researchers to build an efficient 
audience analytics mechanism based on social-media data 
has been studied by several initiatives [22]-[24]. Building on 
these and based on the main big-data mining principles [25]-
[27], as well as on the online social network data collection 
and analytics trends and approaches [28]-[30], we propose a 
five-stage methodology that is depicted in Figure 1 and is 
briefly described in this section. 

The five main steps that compose the proposed 
methodology for social media data exploitation in support of 
audience analytics are the following: 

 
1. SM Data Identification 
• Identify the most appropriate social media sources to be 

used such as popular SM networks (e.g., Twitter, 
Facebook, Google+, YouTube, LinkedIn, Pinterest, 
Instagram, Tumblr, Reddit, Tumblr, Snapchat, etc.) or 
more focused sources (e.g., web fora, blogs, message 
boards, news sites, podcasts, Wikis, etc.).  
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• Identify the type of data (e.g., comments, tweets, posts, 
likes, shares, links, connections, user account details, 
etc.) to be collected. 

• Specify the criteria to be used for data collection (e.g., 
keywords, hashtags, timeframe, geographic area, 
language, user account properties, etc.) 

 

 
Figure 1.  Social media data mining methodology in support of audience 
analytics. 

2. SM Data Collection 
• Most often, the SM sites provide an Application 

Programming Interface (API) that can be used by the 
developers to collect data based on the type and criteria 
specified in previous Phase. In this case, initially the 
necessary libraries need to be installed, the authorization 
needs to be obtained and finally a decision needs to be 
made regarding the platform/language to be used for 
writing the data collection software.  

• In case no such API is made available by the SM site, 
crawling can alternatively be used with an automated 
script that explores the social media website and collects 
data using HTTP requests and responses.  

• Another method that enables collection of SM data is 
the implementation and deployment of a custom 
application based on an SM site that monitors its usage. 

• If the methods above cannot be employed, self-reported 
data can be used instead, which requires for directly 
asking the users about their interests, opinion, 
experience, etc., mainly via online questionnaires or in-
situ surveys. 
Various shortcomings and limitations need to be 
carefully addressed during the “Data Collection” phase. 
For example, the standard version of Twitter API 
enforces “Rate Limits” allowing a certain number of 
calls on 15 minute intervals. In addition, the standard 
Twitter API allows the retrieval of Tweets for a period 
of the last 7 days. In a similar manner, Facebook 
enforces strict privacy protection policies which are 
limiting the amount of information that can be retrieved. 
These policies are subject to frequent updates which 
services consuming the APIs should follow. 
 

3. SM Data Preparation 
• Data cleaning (or cleansing) aims to fill in missing 

values, smooth out noisy data, identify and remove 
outliers, minimise duplication and computed biases, and 
correct inconsistencies within the data collected in the 
previous phase. Given that data are collected based on 
criteria such as the inclusion of a keyword or a hashtag 
it is highly possible that the actual Tweet or Facebook 

post to be irrelevant with the targeted show. In a similar 
manner, during this phase data generated by automated 
software scripts – known as bots – should also be 
identified and filtered out. 

• Data integration combines data from multiple social 
media sources into a coherent store, while it aims to 
detect and resolve any data value conflicts or data 
redundancies that may arise in this process. 

• Data transformation converts the raw social media data 
into the specified format, model or structure. Methods 
used for this purpose include: normalization (where 
numerical data is converted into the specified range, i.e., 
between 0 and one so that scaling of data can be 
performed), aggregation/ summarisation (to combine 
features into one), generalization or attribute/feature 
construction (where lower level attributes are converted 
to a higher standard or new attributes are constructed 
from the given ones in general) and discretization 
(where raw values of a numeric attribute are replaced by 
interval labels). 

• Data reduction aims to obtain a reduced representation 
of the social media data set collected that is much 
smaller in volume but yet produces the same (or almost 
the same) analytical results. Methods employed for this 
purpose include: data compression, data sampling, and 
dimensionality reduction (e.g., removing unimportant 
attributes) and multiplicity reduction (to reduce data 
volume by choosing alternative, smaller/more compact 
forms of data representation). 
 

4. SM Data Analysis 
• At this stage the pre-processed SM data collected need 

to be analysed in order to extract results linked with the 
popularity of the broadcasted TV program. Specific 
metrics are defined indicating audience statistics 
aspects, such as: number of messages referring to the 
targeted show (e.g., tweets, posts), number of 
interactions associated with a post (e.g., liked, favorited, 
retweeted, shared, etc.), number of unique users 
participated in the overall interactions. In some cases, 
researches are setting their own objective functions and 
define their own scores for evaluating the generated 
Social Media buzz.  

• Aiming to identify correlations between the Social 
media data and the actual audience’s interest, the 
following statistical approaches are often utilised by the 
research community: Logistic Regression (LR), Density 
Based Algorithm (DBA), Hierarchical Clustering (HC), 
AdaBoost, Linear-Regression(Lin-R), Markov, 
Maximum Entropy (ME), Genetic Algorithms (GA), 
Fuzzy, Apriori, Wrapper, etc. 

• Inference of higher level information based on the 
analysis of raw collected data aiming to extract 
additional characteristics of the audience. Processing 
raw data through sophisticated algorithms allows the 
extraction of information that are not provided by 
directly by SM APIs, such as the classification of a 
post/tweet with regards the sentiment (positive, 
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negative, neutral) and the profile of the SM user (e.g., 
gender, age, political views, hobbies, other preferences). 
Towards this scope, there are numerous data analytics 
techniques that have been applied by researchers [31], 
each suitable for specific problems and domains. These 
tasks are usually handled as a classification/ 
categorization problem. 
 

5. Framework Validation 
• Validation of the outcomes generated by the Data 

Analysis step allows drawing the respective conclusions 
whether and in which extent the overall approach 
achieved the desired outcomes. Within the scope of 
estimating audience volumes interested or watched a TV 
show through the analysis of SM data, often the Data 
Analysis results are cross-validated with published 
audience rates metrics.  

• These metrics also contain audience profile information 
(e.g., age, gender, location, occupation) hence advanced 
analysis methods can also be cross validated. However, 
these metrics are not always publicly available or the 
published measurements are generic and not include 
details about the profile of audiences. 

• So far, realisation of such techniques has revealed 
various shortcomings mainly related to the over or/and 
under representation of certain societal groups within 
SM services. Statistical approaches for validation 
include but are not limited to: Root Mean Square Error, 
Mean Absolute Error, Pearson correlation coefficient, 
Akaike Information Criterion, etc. 

 
The proposed methodology described herewith has been 

used by the authors in several situations in the domain of 
social media data exploitation for audience analytics or 
prediction purposes. In all occasions, it has proven to be very 
effective, when proper elements and configuration are 
employed at each stage.  

As already stated, the five-step methodology is the 
outcome of a thorough review of the most dominant state of 
the art approaches in the area of social-media data processing 
in support of TV show audience analytics. To this end, Table 
1 presents a summary of this analysis, where the various 
steps employed by the most popular approaches presented in 
the state of the art review in Section II are mapped to the 
main elements of the methodology proposed herewith, while 
the specific mechanisms employed are identified.  

TABLE I.  MAPPING THE MOST DOMINANT STATE OF THE ART WORK 
TO THE PROPOSED METHODOLOGY STEPS  

Refe- 
rence Step# Step Elements 

[2] 

Step 1 
Japan geo-tagged tweets containing hashtags related with the 
show and the TV channel. Targeted genres of shows are: 
News, documentary, talk show, life style 

Step 2 Native Twitter API 

Step 3 Algorithm for calculating score reflecting the relevance of 
tweets with targeted show 

Step 4 Identification of overall popularity of the show based on the 
volume of “relevant” tweets and the absolute number of users 

Step 5 No cross-validation with ground truth data 
[20] Step 1 Tweets containing hashtag related to Reality shows in Italy 

Step 2 Collection of Tweets based on “Twitter Vigilance” multiuser 
tool developed for research purposes 

Step 3 Sentiment Analysis based on a score for positive, negative, 
and neutral mood 

Step 4 

Predict audience of scheduled TV programmes based on 
volumes of (re)tweets, of unique users "tweeting", sentiment 
analysis scores for each textual element in the tweets.  
Statistical approaches utilised are: Principal Component 
Analysis, Multi-linear Regression & Ridge Models 

Step 5 RMSE-Root Mean Square Error, MAE - Mean Absolute 
Error 

[19] 

Step 1 
Tweets containing the official hashtag of selected popular 
USA TV series, possible hashtag derivatives, official account 
of the television program. 

Step 2 
Python script, interacting with Twitter Streaming API that 
allows for real-time downloading of tweets containing certain 
keywords. 

Step 3 
Sentiment categorization based on Knime Decision Trees 
algorithm. Manual classification for an initial set of 14,000 
tweets. 

Step 4 

Audience prediction estimation based on the calculation of 
volumes of positive, neutral and negative tweets considering 
different time frame windows: (i) within 3 hours after episode 
start, (ii) within 24 hours after episode start 
Statistical approaches utilised are: Linear Regression Models 

Step 5 p-value and t-test significant test 

[17] 

Step 1 

Data from Facebook "fan pages" regarding the TV shows: 
#page posts, #fans posts, #page posts comments, #fans posts 
likes, #fans posts shares, #fans posts comments, #page posts 
likes. Taiwan: TV drama series aired once a week. 

Step 2 Facebook API for collecting data from the official page of the 
show 

Step 3 
Repeated respondents in the same article were filtered out to 
avoid large amount of increased responses due to special 
events (such as quizzes or Facebook Meeting Rooms, etc.) 

Step 4 
Accumulation of the broadcasted TV programs’ word-of 
mouth on Facebook and apply the Backpropagation Neural 
Network to predict the latest program audience rating. 

Step 5 Mean Absolute Error, Mean Absolute Percentage Errors 

[21] 

Step 1 

Tweets containing only the most commonly used TV shows 
hashtags Netherlands: Country’s top-25 TV shows with high 
number of tweets. #tweets #hashtags (tweets posted half an 
hour before broadcast, during broadcast and half an hour after 
the end on the shows) 

Step 2 Native Twitter API 
Step 3 None 

Step 4 Correlation of tweets volumes with audience measurements 
with the utilisation of Linear Regression Models. 

Step 5 Pearson correlation coefficient 

[32] 

Step 1 

Official Facebook page of TV show. USA: Reality, Drama 
and Sports series. Average engagement per post, Fans on 
Facebook, Posts in Total, Links in Total, Photos in Total, 
Videos in Total, Included question post in Total, Unique 
engaged audiences on Facebook 

Step 2 Facebook API 
Step 3 Not specified 

Step 4 Data Visualization of Correlations, PCA for Dimension 
Reduction, Multiple Regression Analysis 

Step 5 Akaike Information Criterion, Bayesian Information 
Criterion, ANOVA, Word Cloud Analysis 

IV. PROPOSED ARCHITECTURE FOR SOCIAL MEDIA-
BASED AUDIENCE ANALYTICS 

Based on the proposed methodology and building on the 
architectures proposed by the most popular state of the art 
related initiatives, this section proposes a reference 
architecture suitable for social media based audience 
analytics. Among the design principles of this architecture is 
the ability of the service to query various Social Media 
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Services (e.g., Twitter and Facebook) through pluggable 
connectors for each service. The respective high level 
functional view is presented in Figure 2 and its core modules 
are described hereafter. 

RestAPI: It exposes the backend’s functionality v a REST 
endpoint. The API specifies a set of SM data mining 
functions where the service consumer provides as input 
various criteria such as data sources, data types, keywords, 
topics, geographical regions, time periods, etc. 

SM Data Query Management: This component 
orchestrates the overall execution of the queries and the 
processing of the replies. Given the input from the user (e.g., 
targeted keywords, targeted location, time frame) several 
properly formulated queries are generated that are forwarded 
to the respective connectors/wrappers to dispatch the 
requests to several existing Social Media services available 
online. The SM Data Query Management enforces querying 
policies tailored to each service in order to optimize the 
utilization of the services and to avoid potential bans.  

Social Media Connectors: A set of software modules that 
support the connection and the execution of queries to 
external services through the provided available APIs or via 
tailored crawlers. Connectors are embedding all the 
necessary security related credentials to the calls and 
automate the initiation of a session with the external services. 
Thus, the connectors automate and ease the actual 
formulation and execution of the queries issued by the SM 
Data Query Management component. Some example APIs 
that are utilized by the connectors are: Twitter API, 
YouTube Data API v3, Facebook API. 

SM Data Collection Engine: Given that each external 
service will reply in different time frames (e.g., a call to 
Google Trends discovery replies within a few seconds while 
Twitter stream analysis might take longer time periods) the 
overall process is performed in an asynchronous manner, 
coordinated by the Data Collection Engine,  

SM Data Pre-processor: This module performs the 
necessary data cleaning aiming to improve the quality of the 
collected data and to prepare them for the actual data 
analysis through data transformation mechanisms that 
models raw data into a uniform model. 

SM Data Analytics Engine: This module maintains a 
repository of statistical and data mining methods that can be 
applied on data sets previously prepared by the SM Data Pre-
processor module. 

Analysis Results Database Management: The outcome 
from various data analysis tasks are maintained to a local 
database. The Database Management module supports the 
creation, retrieval, update and deletion of data objects. 
Hence, it is feasible for the user to compare analysis tasks 
reports performed in the past with more recent ones and have 
an intuitive view of the evolution of trend reports in time.  

Front End: The Front-End visualizes the results 
providing the following output: (i) various graphs presenting 
the absolute volume of retrieved messages (e.g., number of 
tweets, number of Facebook posts), (ii) calculated scores 
indicating audience interest for different shows, per location 
(country), time period, (iii) higher level information e.g., 
audience’s sentiment or gender. 

 

 
Figure 2.  Reference Architecture for using social media data to support 
audience analytics. 

A proof of concept of the described architecture has been 
implemented in Python 3 programming language. For the 
SM Data Analytics Engine the scikit-learn [33] python 
package has been integrated, while results are stored in a 
MySQL relational database. Currently connectors for 
Twitter, Facebook and Google Trends have been integrated. 

V. WHAT ABOUT GOOGLE TRENDS? 
Based on the state of the art review, the research work 

conducted so far by various initiatives on the domain of 
Social Media data usage to extract information related to 
audience analytics focuses on Twitter and Facebook. In 
certain occasions, the obtained results are not of adequate 
quality and reliability. In an attempt to treat this, the authors 
are currently experimenting with using additional 
information obtained via Google Trends [34]. Google Trends 
is a public web facility of Google Inc. that presents how 
often a specific search-term is entered on Google Search 
relative to the total search-volume across various regions of 
the world, and in various languages. The idea is to couple 
this information with data extracted by Twitter for example 
in the framework of a TV show or program in order to 
enhance the quality of the respective audience statistics 
extracted. 

In an initial attempt to evaluate this approach, we focused 
on the Italian talent show “Amici di Maria de Filippi” that 
broadcasts for the last 17 years and lies among the most 
popular shows in Italy. The show airs annually from October 
until June, thus being appropriate for yearly examination of 
the data. In this study, data of the year 2017 have been used, 
split in two semesters as elaborated upon subsequently. 
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Figure 3.  Correlation of Google Trends and Twitter data for the term 
‘#amici16’ targeting the first semester of 2017 

Google Trends (GTrends) provides a variety of 
chronological and geographical metrics that show the search 
activity for the term in question. The one used in this study is 
a time series of the relative search figures -search volume for 
the term divided by the total volume of the day- normalized 
between 0 and 100. One limitation of the platform is that one 
can only get daily figures for a maximum range of 270 days, 
which of course is less than a year. To overcome this 
obstacle, the year has been split in two semesters, which also 
allows us not to mix results, since the TV season starts 
during the second semester of the year. Data from GTrends 
require no further processing, since they are provided in the 
format required for this experiment. 

On the other hand, the data obtained via Twitter have 
been extracted on a monthly basis and have been grouped 
based on date in order to acquire the daily volume. Tweets 
retrieval was based on the hashtags ‘#amiciXX’ where XX 
corresponds to the number of the consequent season that the 
show is aired. During the period January -June 2017 and 
based on the hashtag ‘#amici16’ there where 882024 tweets 
collected while during the period July to December 2017 and 
based on the hashtag ‘#amici17’ there where 135288 tweets 
collected. 

 

 
Figure 4.  Correlation of Google Trends and Twitter data for the term 
‘#amici17’ targeting the second semester of 2017. 

In order to verify the correlation between data originating 
from Google Trends and those originating from Twitter, the 
Pearson correlation coefficient was utilised. The obtained 
results for the first semester of 2017 are illustrated in Figure 
3 and lead to coefficient of 0.893 and to significance of 
approximately 10-32. This indicates that the two datasets are 
strongly correlated, since we secured that the figures of each 
set are matched 1-1 and the low significance ensures that this 
result cannot be produced randomly. The respective 
outcomes for the second semester of 2017 are presented in 
Figure 4 and lead to correlation coefficient of 0.816 and to 
significance of about 10-30. The slightly lower correlation 
demonstrated can be fully justified by the fact that the show 
does not broadcast during the summer and thus there is lower 
activity both on Twitter, as well as on Google, resulting in 
lower correlation results. Nevertheless, the findings indicate 
a strong relation between Twitter and Google Trends data. 
The aforementioned results confirm what the authors 
originally expected: Data obtained from Google Trends and 
Twitter at the same period and subject are strongly (linearly) 
correlated and this of course can be further exploited in a 
variety of research purposes.  

VI. CONCLUSIONS & FUTURE PLANS  
This paper presents a review of existing research 

initiatives that exploit online user activity data across social 
media to extract information linked to audience statistics and 
TV ratings. Among the core findings of this analysis is that 
existing mechanisms can mainly act as a complement 
approach to the traditional TV ratings, but are not able yet to 
fully substitute them. However, there is an imperative need 
to further investigate such mechanisms, as traditional 
audience metering approaches are demonstrating various 
limitations, especially due to the change of viewing 
behaviours such as audience’s mobility and nonlinear 
viewing.  

Most of the investigated approaches employ common 
data analysis steps that have been studied herewith, along 
with the prevailing statistical and data mining methods 
utilised. Building on these and considering the online social 
network data collection and analytics trends and approaches, 
this paper proposed a five-stage methodology that enables 
any interested party to build an efficient audience analytics 
mechanism based on social-media data. Based on the defined 
methodology and building on the architectures proposed by 
the most effective state of the art related initiatives, a 
reference architecture in support of social-media based 
audience analytics extraction is introduced and elaborated 
upon. Finally, this paper identifies Google Trends as a 
valuable source of information that, to the best of the 
authors’ knowledge, has so far not been investigated by any 
of the existing approaches on this topic. Future plans include 
further evaluation of the proposed methodology and 
architecture by extracting qualitative and quantitative 
audiences’ characteristics and metrics in various settings, and 
cross validating these with ground truth data collected with 
the traditional audience rating measurement approaches. 
Moreover, the authors have already kicked off an extended 
evaluation of the usability of Google Trends in the 
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application domain of TV show audience analytics based on 
several shows and couple the respective data with other SM 
data to improve the quality and accuracy of the estimated 
and predicted TV ratings. 
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Abstract—Stance classification is an important component of
argument mining. We focus on politicians’ utterances in assem-
bly minutes to classify political parties affiliation. This paper
describes a novel stance classification task that classifies each
politician’s utterance for the politician’s stance. Our task is to
classify politicians into 20 political parties using their utter-
ances in the Metropolitan Assembly minutes. Japanese assembly
members are divided into many political parties in the local
assembly. Our proposal is to apply several baseline methods to our
novel dataset, which includes political parties in the Metropolitan
Assembly minutes. In this paper, we define a political stance for
a political party in Japan. We assess the difficulty of our dataset
to evaluate several baseline methods, such as Support Vector
machines (SVM), decision tree, random forest, and Naive Bayes.

Keywords–Stance classification; Political party; Local assembly
minutes.

I. INTRODUCTION

Automatic classification is abundant in social science re-
search, such as political science and economics [1], and stance
classification is a core component of argument mining [2][3].
We address the problem of classifying politicians’ stances
in terms of political parties. Previous research has defined a
stance classification as a binary classification [4][5], and the
datasets are usually generated by tweets or debates.

In this paper, we propose a novel stance classification
approach to political parties using both assembly minutes and
political parties. We define a political stance for a political
party in Japan. The Japanese governmental structure of local
governing bodies is called a dualistic representative structure.
Assembly members interrogate a governor to confirm whether
the governor’s master plans should be carried out. These
questions and answers are recorded in the assembly minutes,
which are transcripts instead of summarized texts in Japan.

Furthermore, our goal is to classify each assembly mem-
ber’s political stance using the Tokyo Metropolitan Assembly
minutes. Politicians’ stances occasionally change over time,
and each politician’s stance depends on the individual political
issue. Thus, there should be a large spectrum of political
stances.

We focus on political parties in the Tokyo Metropolitan
Assembly minutes in Japan. The number of political parties
in the assembly minutes is usually higher than the number

of national parties; there were 20 Tokyo Metropolitan parties
between 2011 and 2015.

The main interest of this research is that political stance is
primarily a question of classification using domestic political
parties. In Japan, assembly members occasionally change
political parties through their policies. Previous classification
tasks have not used the content of the utterances to classify
political stances that reflect political beliefs.

Our contributions can be summarized as follows:

1) Novel dataset for stance classification: We created a
corpus for stance classification using political parties
exceptional to Japan.

2) New approach to stance classification: Our task was
to classify each assembly member into multiple po-
litical parties.

3) Evaluation of task difficulty: We applied the previous
methods to the dataset.

The rest of this paper is organized as follows. Section
II briefly reviews related work on the stance classification.
Section III describes the classification of the political party.
Section IV describes the experiment. Finally, we conclude this
paper in Section V.

II. RELATED WORK

Stance classification is the challenge faced when classify-
ing the attitude taken by an author in a text.

In the International Workshop on Semantic Evaluation,
SemEval-2016 Task-6 focused on detecting political stance in
tweets [3]. The task is a shared task for detecting stance in
tweets; given a tweet and a target entity, such as “Hillary
Clinton” and “Legalization of Abortion”. A system must
determine whether the tweet is in favor of the given target,
against the given target, or neither. For articles that mention
the claim, the data is divided into the following three stances:
“for”, “against” and “observing.” They classified articles into
three stances.

This paper described public debate functions as forums for
both expressing and forming opinions, which is an important
aspect of public life [4]. It attempted to classify posts in online
debates based on the position or stance that a speaker takes on
an issue, such as favoring or obstructing the issue.
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Information about a political party was used for stance
classification [6]; however, the political party was only used
as a feature of classification. They annotated six contexts as
features, such as political party, profile, and tweet.

III. CLASSIFICATION OF POLITICAL PARTY

A. Task Definition

This task is a classification for determining the political
party from an assembly member’s utterances. We focused
on the Tokyo Metropolitan Assembly minutes as a political
dataset. Previous research has created a corpus of the local
assembly minutes of 47 prefectures from April 2011 to March
2015 [7]. We provided the political party information to the
Tokyo Metropolitan Assembly minutes. The dataset comprised
36,046 lines.

B. Dataset

Figure 1 presents an image of the dataset, which includes
a speaker’s name, utterance, and political party in the Tokyo
Metropolitan Assembly. We used a party identification num-
ber (ID) as the political party information. Each utterance
included a specific topic, such as the new Tokyo bank, the
Tokyo Olympics or a care insurance system. We divided the
dataset into portions of the Metropolitan Assembly minutes. In
addition, we divided the utterances into a training dataset and
a test dataset with the percentage ratio 8:2; the first portion
was the training data, which constituted 80% (421 utterances)
of the dataset, and the second portion was the test data, which
constituted 20% (106 utterances) of the dataset. There were
527 assembly members in total and 174 distinct members.

The dataset contained the minutes of the Tokyo Metropoli-
tan Assembly from April 2011 to March 2015. Japan is
divided into 47 prefectures, including Tokyo, Kyoto and Osaka.
The corpus contained the local assembly minutes of the 47
prefectures from April 2011 to March 2015 [7], a four-year
period that coincides with the term of office for assembly
members in most autonomy. In this study, we focused on the
Tokyo Metropolitan Assembly minutes in Japan, and used a
dataset comprising politicians’ utterances and political parties
in the assembly minutes. This classification model was used
to build a classifier for political party by each politician’s
utterance. We attempted to classify political parties affiliation
in the Tokyo Metropolitan Assembly. Table I contains 20
political parties that are in the Tokyo Metropolitan Assembly.

IV. EXPERIMENT

The purpose of this study was to evaluate the difficulty of
the dataset. Our task was to classify politicians into 20 polit-
ical parties using their utterances in the Tokyo Metropolitan
Assembly minutes.

A. Method

We assessed the difficulty of our dataset to evaluate several
classification methods, such as SVM, Naive Bayes, k-nearest
neighbor, random forest and decision trees. We constructed
word vectors from segmented words. Experimental data were
segmented into words using the Japanese morphological anal-
ysis tool MeCab [8] with the Japanese dictionary IPADIC.

TABLE I. NAME OF 20 POLITICAL PARTIES IN THE TOKYO
METROPOLITAN ASSEMBLY. THESE POLITICAL PARTIES ARE THE

POLITICAL STANCES.

ID Abbreviation Name of political party
0 DP Democratic Party
1 TMK Tokyo Metropolitan Komeito
2 TMLDP Tokyo Metropolitan Liberal Democratic Party
3 CN Consumer Network
4 JCPTMA Japan Communist in

Party Tokyo Metropolitan Assembly
5 AC Autonomous Citizen
6 JCPTMG Japan Communist Party

in Tokyo Metropolitan Government
7 I Independent
8 I(R) Independent (Restoration)
9 TRP Tokyo Restoration Party

10 I(FALDP) Independent ( Fresh Air Liberal Democratic Party)
11 JRP Japan Restoration Party
12 TMAEP Tokyo Metropolitan Assembly Everyone’s Party
13 EP Everyone’s Party
14 EPT Everyone’s Party Tokyo
15 TMCR Tokyo Metropolitan Combination and Restoration
16 I(DBT) Independent (Deep Breathable Tokyo)
17 BT Bright Tokyo
18 TMRP Tokyo Metropolitan Restoration Party
19 I(TEI) Independent (Tokyo Everyone’s Innovation)

B. Results

Table III shows the results of comparative experiment
and the parameters. The correct answer rate is calculated as
follows:

Number of correct political parties ID

Number of test data

We confirmed that the highest correct answer rate was
0.5377, given by the Naive Bayes.

C. Discussion

In this comparative experiment, the highest accuracy was
0.5377, determined by Naive Bayes. The difficulty and cause
for the low accuracy rate for this corpus are explained. We
consider the dataset to be unbalanced, since the number of
members depends on political party. The number of members
in the test dataset that belonged to party ID2 was 52. Figures 2
and 3 show the confusion matrix for the test dataset and show
that their methods nearly predicted three parties: ID0, ID1,
and ID2. There were 80 members in the top three political
parties. However, SVM and Naive Bayes predicted 105 and
106 members, respectively, in the top three parties, which
included ID0, ID1, and ID2. Thus, we should consider the
number of assembly members in each party.

V. CONCLUSION

In this paper, we described a new approach to stance
classification and created a new data set. The dataset comprised
168 members, 20 political parties and 527 utterances. We
conducted performance evaluation experiments with multiple
machine learning methods to evaluate the difficulty of the
datasets. The accuracy rate of Naive Bayes had the highest
performance, 54%. We evaluated the difficulty of the dataset
for stance classification and determined that future work shuld
consider the number of members in each party.
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Figure 1. Overview of dataset.

TABLE II. EXPERIMENTAL DATASET DIVIDED INTO TWO DATASETS OF 80% AND 20%: TRAINING DATA AND TEST DATA. COLUMNS
INCLUDE NUMBER OF MEMBERS, NUMBER OF WORDS, AVERAGE WORDS, MEDIAN, MAXIMUM AND MINIMUM.

ID Party
Training data Test data

(Separation by utterance unit) (Separation by utterance unit)
Member Word Ave Med Max Min Member Word Ave Med Max Min

0 DP 132 156,191 1,183 1,036 6,823 14 13 15,939 1,226 1,022 3,164 414
1 TMK 64 100,016 1,563 1,151 4,723 94 15 21,046 1,403 1,089 4,783 371
2 TMLDP 132 179,856 1,363 1,155 6,391 2 52 54,299 1,044 1,106 6,763 14
3 CN 19 14,330 754 754 1,336 203 4 3,476 869 797 1,301 582
4 JCPTMA 30 51,324 1,711 1,170 4,649 28 11 16,650 1,514 1,242 5,046 27
5 AC 2 2,915 1,458 1,476 1,484 1,431 0 0 0 0 0 0
6 JCPTMG 7 8,059 1,151 943 3,406 331 0 0 0 0 0 0
7 I 3 10,264 3,421 2,512 6,247 1,505 0 0 0 0 0 0
8 I(R) 1 1,272 1,272 1,272 1,272 1,272 0 0 0 0 0 0
9 TRP 6 3,272 545 464 1,062 253 0 0 0 0 0 0

10 I(FALDP) 4 3,002 750 851 1,280 19 1 1,329 1,329 1,329 1,329 1,329
11 JRP 2 1,051 526 526 570 481 0 0 0 0 0 0
12 TMAEP 4 3,199 800 904 998 393 0 0 0 0 0 0
13 EP 4 3,471 868 868 1,262 474 0 0 0 0 0 0
14 EPT 3 2,833 944 712 1,576 545 2 2,075 1,038 1,038 1,229 846
15 TMCR 5 4,370 874 741 1,494 418 2 2,608 1,304 1,304 1,849 759
16 I(DBT) 1 1,353 1,353 1,353 1,353 1,353 1 1,289 1,289 1,289 1,289 1,289
17 BT 2 2,172 1,086 1,086 1,272 900 0 0 0 0 0 0
18 TMRP 0 0 0 0 0 0 4 4,016 1,004 1,069 1,528 350
19 I(TEI) 0 0 0 0 0 0 1 754 754 754 754 754

Total - 421 - - - - - 106 - - - - -

TABLE III. RESULTS OF COMPARATIVE EXPERIMENT. TEST SET
INCLUDES 106 UTTERANCES.

Method Parameter Correct answer rate
SVM kernel=rbf 0.3962

Decision tree depth=3 0.3113
k-NN k=3 0.4334

Random Forest depth=5 0.3490
tree=10

Naive Bayes 0.5377
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Abstract—Social media influences the tourist industry. This 
conceptual model research investigates the impact of Social 
Media (SM) on user's travel purchase intention and attitude. 
Data were collected from SM users in order to measure if there 
is a relationship between specific factors of SM and user attitude 
on travel purchase intention through Structural Equation 
Modeling (SEM). The main purpose of the research is to find 
out if there is a positive relationship among the following SM 
factors and travel purchase intention. That is, source credibility 
and user attitude, information reliability and user attitude, user 
enjoyment while searching for travel information, perceived 
value in travel services information and user attitude. This study 
presents a theoretical conceptual model based on the theory of 
credibility, information, enjoyment, and perceived value in SM 
and the potential connection of those factors to the customer 
attitude and purchase intention in travel services.  
 

Keywords-Social media; costumer attidude; purchase 
intention; credibility; enjoyment; information; perceived value; 
SEM. 

I.  INTRODUCTION 
SM users outran 2 billion in 2016, globally. Facebook was 

the most popular social network with 1.86 billion/month 
active users for 2016. Daily Internet users spend 135 minutes 
on SM. In the fourth quarter of 2016, 1.149 million users of 
Facebook accessed SM via mobile devices every month [1]. 

Today Information Technology (IT) has enhanced SM and 
the words “connecting” and “exchanging” have been 
replaced by the words “searching” and “selling” through the 
web [2]–[4]. Tourist industry and hospitality had also become 
an essential tool for accessing different sources of tourism 
[5][6]. The Internet has conquered the travel industry. 
Younger generations, especially Gen Y, are much more 
active in planning trips; they send and receive information via 
a variety of sources, including mobile devices (e.g., videos, 
SM). They make online reservations and think about potential 
destinations to visit. Users seek to be part of a wide range of 
traveling experiences and they are more responsive to online 
advertising. SM and mobile devices support these new ways 
of expression. 

The paper is structured as follows: Section II presents the 
research background. Section III presents the research 
methodology and hypotheses. Section IV contains the 
conclusion of our empirical study and the next steps to be 
followed. 

II. RESEARCH BACKGROUND 
Today SM networks, like Facebook and Instagram, allow 

people from different locations to interact and develop 
relationships or share travel experiences (e.g., posting photos 
and videos, sharing context) [7]. This information can be very 
useful to potential travelers and can be personalized [8]. 
There are installed SM apps in every smart device and they 
are used as a tool for finding more travel information, with 
search engines providing direct access [9]. Researchers, [10] 
found that purchase intention is one dimension of customer 
behavior. Behavior is assessed through purchase intention 
and consumers’ behavioral patterns are examined [11]. 
Behavior is correlated to purchase intention [11][12] and this 
relationship has been empirically tested on tourist industry 
[13][14] and it has been found that customers’ information 
reliability and satisfaction becomes an important factor of e-
behavioral intentions. Website design and information 
quality is essential for user satisfaction. There are many 
theories about value, such as consumption value, service 
value, consumer value, and perceived value [15]–[18]. When 
we talk about perceived value [15][19], we refer to 
consumer’s perception, price and quality of a product, 
evaluating cost and benefit factors. In order to proceed with 
SEM, we assume our conceptual research model, presented 
in Figure 1, which is measured by the following four 
variables: source credibility, enjoyment, information 
reliability and perceived value, in connection with customers’ 
attitude and purchase intention in travelling. In order to 
confirm our Conceptual Research Model, we will use SEM, 
which incorporates the confirmatory approach, needed to 
justify our hypotheses. SEM uses confirmatory analysis 
rather than exploratory analysis for data. We can assess the 
measurement model validity with Confirmatory Factor 
Analysis (CFA), which compares the theoretical 
measurement with actual model. SEM provides clear 
estimates of the errors in our parameters. Indeed, alternative 
methods (such as those using the regression or the general 
linear model) assume that errors all through the independent 
variables are eliminated. However, ignoring mistakes, could 
possibly lead us to serious inaccuracies, especially if mistakes 
are significant. Such methods are avoided by using the SEM. 
SEM can incorporate both measurable and obscure variables. 
SEM method is preferred because it estimates the multiple 
and interrelated dependence in a single analysis.  
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Figure 1. The Conceptual research model 

 

III. RESEARCH METHODOLOGY AND HYPOTHESES  
Our study examines which factors and in which way travel 

information searches in SM networks, affect travelers’ 
purchase intention [20]–[22] and decision making. In mental 
accounting theory, travel information is examined, more in 
the context of SM use, rather from a user’s tech perspective 
[15][16]. Based on the perceived value and the usage of SM 
in the tourism sector, we developed our research model, 
Figure 1. In this context, perceptual value is defined in terms 
of quality and price performance or cost-benefit. Variables 
are categorized as source credibility, information reliability, 
enjoyment and perceived value. In addition, perceived value 
leads to the usage of SM in order to search for travel 
information as a consequence of value perception. 

Based on previous section theory, we design the presented 
research model in Figure1. We select travelers' purchase 
intention as the main theory of the SM usage developed in 
our research model. Framing this, travelers' purchase 
intention is defined in terms of credibility, enjoyment, 
information reliability and perceived value as a trade-off 
between costs and benefits [15][16][23]. The confirmation of 
this model, Figure1, will give us a clear view of how the user 
decide to book a travel. In this way we are expanding 
previous researches on the use of SM by travelers in order to 
enhance our understanding of how travelers choose travel 
destinations in SM and in which way these four important 
variables affect traveler purchase intention and interact with 
customer attitude. 

 

A. Source credibility 
Source credibility is defined as the factor upon which 

information is perceived as believable and trustworthy by 
users [24]. Source credibility works as a main factor in 
decision-making procedures and become aware by high 
levels of risk [25]. Thus, source credibility is relevant within 
the context and the information through computer and user 
interaction [24]. Researches have shown that source 
credibility influence user attitude as a peripheral factor 
because it affects human judgment [26]. Source credibility 

influences persuasion when evidence is fuzzy. In this case, 
hands-on processing can partially become cognitive 
processing [27]. For example, celebrities are one type of 
exogenous factor, which may enhance source credibility by 
influencing users’ judgement [26].  
 

H1a. Source credibility has a positive influence on 
customer attitude 
 

H1b. Source credibility has a positive influence on 
purchase intention 
 

B. Enjoyment 
Enjoyment has a significant effect on technology 

admittance that enforces the meaning of usefulness [28] and 
internal motivation that transforms user feeling to use a 
computer because it is enjoyable. In this case, authors 
referred to enjoyment as the "extent to which the activity of 
using the computer is perceived to be enjoyable in its own 
right”. When people use technology and feel pleased or 
joyful, they perceive technology as a contributory value and 
they are willing to use it again and again [29][23] said that 
the meaning of perceived value incorporates two different 
values (utilitarian and hedonic). Hedonic value explained the 
entertainment and emotional worth of shopping. Researchers 
have shown that enjoyment positively affects perceived value 
[15][17] and the intention of using hedonic information [30]. 
Enjoyable feelings created by using SM apps encourage 
travelers not only to search information for travel destinations 
but also to interact with others. Travelers interact with each 
other by sharing photos or videos [6]. We therefore assume 
the following:  
 

H2a. Enjoyment has a positive influence on customer 
attitude 
 

H2b. Enjoyment has a positive influence on purchase 
intention 

 

C. Information reliability 
Studies in marketing have shown that consumer 

preferences are driven by value. Consumers are essence 
persons who seek to maximize usage [23]. The Internet 
provides travelers with many choices to choose, from many 
destinations to visit. This is the reason why they aim 
information reliability through a strenuous information 
search [31]. Direct access to alternative sources of 
information through SM builds a trust between words-of-
mouth (eWOM) users and expertise travel agents. The 
combination of easy search and information reliability help 
travelers to search, and evaluate a destination, and read new 
experiences related to a trip. Reliability of information is 
considered as a major factor for the traveler in order to 
perceive value when using SM [6].  
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Travelers searching for reliable and credible information 
provided by the interaction between users of social media 
rather than by obtaining the information through travel 
websites [6]. Travelers use SM networks like Facebook or 
Instagram, which are connected to User Creative Contents 
(UCC) travel destinations, to share their experiences (e.g., 
photos, videos). By that, some travelers evaluate this reliable 
and credible information for a trip, reflecting their desire to 
engage online. The structure of information reliability is akin 
to the source information concept of information quality [32], 
which is the output characteristics of the accuracy, timeliness, 
and completeness offered by the source information. Quality 
of information of a traveler destination has become a driving 
force on user decision making [33] assuming that reliability 
of information influences purchase intention, hypothesizing 
the following: 

 
H3a. Information reliability has a positive influence on 

customer attitude 
 
H3b. Information reliability has a positive influence on 

purchase intention 
 

D. Perceived value 
Perceived value theory has also been adopted in travel 

destinations and shows high levels of influence in the future 
intention of travelers to discover the new or the same 
destinations [34][35] shows that in cruise travel services 
emotional factors are important in the perceived value. In 
cruise vacationer’s behavioral intention is influenced by 
hedonics or pleasure of the perceived value. Travelers 
evaluate the travel information in SM based on their 
perceptions of what they are willing to achieve and what to 
sacrifice. Perceived value involves a balance between costs 
and benefits and an interaction between customer and service 
[36][28] analyze in the cost-benefit theory that the 
discrimination of perceived ease of use and perceived 
usefulness is similar between product performance and the 
effort of using the product. In high levels of perceived value 
in SM, travelers are likely to use a travel information search 
and in the low levels of the perceived value, travelers show 
greater resistance toward travel information searches in SM 
[33]. When travelers search for information its more likely to 
select or reject it based on the perceived benefits and the 
associated sacrifices of use, according to [28].  
 

H4a. Perceived value in travel services information from 
SM has a positive influence on customer attitude 
 

H4b. Perceived value in travel services information from 
SM has a positive influence on purchase intention 

 
E. Data collection 

The data for this study has been collected through a 
convenient sample e-survey from SM users. The e-survey 

was sent with a Facebook link in over of 500 users’ profile. 
The number of responders was over of 400 users. The age 
range of the responders was between 18 and over 54.  

The e-survey is separated in three sections. The first 
section outline users’ habits on social networks and derive 
which are the most important criteria for purchasing products 
or services for them. The second section outline the factors 
that influences user purchase travel decision. In order to 
complete the survey, the third section is collecting data for 
classification and statistical processing. 
 
F. Data analysis 

This research study adopted Structural Equation 
Modeling (SEM) to test the hypotheses. By using SEM we 
want to evaluate our proposed model, analyze and explain the 
collected data [37]. All variables can be directly observed and 
thus qualify as manifest variables, called path analysis. In 
SEM terms, y enclose the endogenous variables and χ enclose 
the exogenous variables [38]. Variables that are influenced 
by other variables in a model are called endogenous 
variables. Variables that are not influenced by another other 
variables in a model are called exogenous variables. 
Covariances, such as the one between χ1, χ2, χ3 and χ4 are 
represented by two-way arrows, Figure 2.  Paths acting as a 
cause are represented by one-way arrows. Each individual 
effect of source credibility, enjoyment, information reliability 
and the perceived value can be separated and is said to be 
related to customer attitude and purchase intention. The 
structural equations for this model are: 

 
 y1=γ11χ1+γ12χ2+γ13χ3+γ14χ4+e1  (1) 
 
 y2=γ21χ1+γ22χ2+γ23χ3+γ24χ4+e2  (2) 
 
 y2=ψ21y1+e3  (3) 
 

In our proposed research we can see a model with two y 
variables and four χ variables. For the reason of the multiple 
dependent variables, the covariances and the variances of the 
exogenous factors x’s are given and are estimated by the 
values of the sample. As a result of this, is very difficult to 
contribute to the falsification of the model. Freedom degrees 
of our model counts the elements in the Φ matrix containing 
four values of γ, and one of ψ.  

Figure 2. Proposed research model 
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Thus, the are exactly as many free parameters as there are 
the data points. Transformations of the data are created by the 
parameters. Σ matrix does not impose any restrictions to our 
model, meaning that it has 0 freedom degrees. In our SEM 
analysis we are going to include all individual items that load 
onto the observation variables, their relationships, variances, 
disturbance or errors. 

In this study, the measurements were taken from other 
studies focused in the four manifest variables known as 
source credibility, information reliability, enjoyment, and 
perceived value. To measure the manifest variable of 
credibility, we adapted four items studied by [39], for the 
manifest variable of enjoyment four items from a study 
performed by [40] were adapted, for the manifest variable of 
information reliability four items from a study performed by 
[33] were adapted and for the manifest variable of perceived 
value items four items from [15][16] were adapted. For every 
single item we use multi-measurement items to overcome the 
limitations. For the reason that every single item has a high 
rate of measurement error we usually aim to capture all the 
attributes of a structure. All of these 16 items were measured 
on 5-point Likert scales ranging from strongly disagree (1) to 
strongly agree (5). 

In this research, the Amos 24.0 SEM analysis package will 
be used to test and estimate our conceptual model. Two 
different approaches are going to be used for testing our 
research hypotheses. The first approach is with confirmatory 
factor analysis (CFA) and the second with analysis of 
variance regression (ANOVA). After the validation of our 
measures, SEM will be used to test the validity of the 
proposed model and hypotheses. For the validity of our 
model is needed to test the goodness-of-fit, [41], assisted by 
the, goodness of-fit index (GFI) [42], adjusted goodness-of-
fit index (AGFI) [41], comparative fit index (CFI) [43], and 
root mean square error of approximation RMSEA [44]. GFI, 
AGFI and CFI must have values between 0.9 and 1.0 to 
indicate a good fitting model. RMSEA with a value below 
0.80 is recommended [45][46]. 

In order to evaluate our structural model in a predictive 
manner, we need to calculate the R2s for the manifest 
variables, source credibility, enjoyment, information 
reliability and perceived value and discover the relationship 
with travel purchase intention. According to multiple 
regression results, R2 indicates the amount of variance 
explained by the exogenous variables [47].  

IV. CONCLUSION 
The aim of this article is to create a model by which we 

will be able to interpret the effect of specific SM factors on 
user purchase intention as far as a travel service is concerned. 
The theoretical background and the research gap that led us 
to the study of the specific case, are elaborated in the article. 
The results will show us whether there is a correlation or 
relationship among the following factors and the travel 
service purchase intention and user attitude. The factors are: 
source credibility, information reliability, enjoyment, and 

perceived value. As a next step to this research, we will 
analyze the data collected from the e-survey and test the 
validity of our research model by detecting the factors that 
influence the user purchase intention when traveling, through 
SM browsing. With SEM we going to check our assumptions 
and confirming our model. The data analysis by use of the 
SEM will determine the critical factors concerning the 
customer attitude towards travel purchase services. 
Furthermore, by use of the SEM method we will be able to 
look into other variables which can influence purchase 
intention, such as age and income, and also the how way they 
interact with reliability, enjoyment and perceptual value. 
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Abstract— Despite the fact that anemia is a common disease, its
diagnosis can be elusive. The signs and symptoms of anemia
are generally unreliable in predicting the degree of anemia. Its
diagnosis is mainly based on information of patient history and
results of diagnostic tests that measuring indicators correlated
to the disease. This paper suggests an approach to anemia
diagnosis for adults by utilizing the fuzzy set Qualitative
Comparative Analysis (FsQCA), which is not been used
previously in medical diagnosis. The FsQCA, as an extension of
QCA, is using fuzzy sets and entails the analysis of necessary
and sufficient conditions to produce the some outcome, such as
morbidity and severity. This paper aims to produce a set of
causal configurations that can be used to assess and diagnose a
medical case. The data set is collected from medical data
sources. The factors to be considered are physiological
indicators, such as hemoglobin, ferritin, mean corpuscular
volume and hemoglobin, as well as age, gender and
comorbidity. The anemia diagnosis is the outcome set used in
this study. The proposed approach is tested for its accuracy
and validity.

Keywords-medical diagnosis; intelligent systems; fuzzy logic;
QCA; healthcare.

I. INTRODUCTION

Fuzzy sets were introduced by Zadeh [1] as a formalism
that can represent and manipulate problems that are ill-
structured due to the uncertainty that characterizes them. It
was specifically designed to mathematically represent
uncertainty and vagueness and to provide formalized tools
for dealing with the imprecision intrinsic to many problems.

Fuzzy logic attempts, to ‘simulate’ the human mind
in order to improve the cognitive modeling of a problem [2].
The notion of an infinite-valued logic was introduced in [1]
seminal work “Fuzzy Sets” where he described the
mathematics of fuzzy set theory. This theory proposes that
membership functions [3] represent linguistic variables, i.e.,
fuzzy sets, by assigning a number over the range of real
numbers [0,1]. If an element does not belong to the fuzzy set
with certainty, it is then assigned with 0, which represents

the false and if an element certainly belongs to the fuzzy set,
it is then assigned to 1, which represents the true. Every
element, which is a member of a fuzzy set, has some grade
of membership. The function that associates a number to
each element (x) of fuzzy set (A) of the universe (X)is called
membership function μ(x)_A, x∈X. Fuzzy logic expands
to a great number of applications from power utilities and
glass processing to washing machines and videos to medical,
financial, supply chain management, decision support
systems in various business areas [2].

In the field of medicine, computerized diagnostic sys-
tems have been proposed to assist physicians. Due to the
probabilistic nature of choosing a diagnosis, it is possible
that a physician will select the most likely diagnosis instead
of the correct one [4]. To overcome uncertainty, many
computerized diagnostic systems have been developed for
miscellaneous diseases, such as diabetes [5], cancer [6], and
cardiovascular diseases [7]. The accuracy of some systems
matches actually the diagnostic abilities of physicians [8]. In
particular, fuzzy logic and hybrid systems can be used to
assist physicians in this decision process [9]. This approach
uses fuzzy logic, to represent uncertainty better in order to
improve diagnosis accuracy in a clinical context. For
instance, a neuro-fuzzy network has been proposed to
determine anemia level of a child [10]. The results indicate
that the predicted anemia level values are very close to the
measured values. Furthermore, an adaptive neuro-fuzzy
inference system was developed to diagnose the iron
deficiency anemia [11].

This paper suggests an approach to anemia di-
agnosis for adults by utilizing the fuzzy set Qualitative
Comparative Analysis (FsQCA), which is not been used
previously in medical diagnosis. Anemia is a common blood
disorder in which Red Blood Cell (RBC) mass is reduced or
the concentration of hemoglobin in blood is very low,
resulting in a decrease in the oxygen-carrying capacity of it.
The definition is population-based and varies by gender and
race [12]. Despite the fact that anemia is a common disease,
its diagnosis can be elusive. The signs and symptoms of
anemia are generally unreliable in predicting the degree of
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anemia. Its diagnosis is mainly based on information of
patient history and results of diagnostic tests that measuring
indicators correlated to the disease. The most common
diagnostic tests are Complete Blood Count (CBC) and
Peripheral Blood Smear (PBS) assessment. However, the
exact range of normal values for a given anemia factor is not
well-defined among the medical community. Hence, values
found that are near the upper or lower normal limits can be
misinterpreted, possibly leading to false diagnosis. FsQCA,
as an extension of QCA, is using fuzzy sets and entails the
analysis of necessary and sufficient conditions to produce the
some outcome, such as morbidity and severity.

II. METHODOLOGY

This paper proposes an approach to analyze patient
medical data and diagnose a case of anemia as well as to
determine the type of anemia. The proposed approach has
been used and tested with a sample medical data set of 20
patient health records. This paper utilizes the FsQCA in
order to produce causal combinations that best lead to
reliable diagnosis. The FsQCA is particularly important for
investigating intertwined relationships between multiple
factors that affect a dependent variable. The dependent
variable in this paper, i.e., the outcome set is the diagnosis
regarding the existence of anemia [13]. The FsQCA analyses
the sets of relationships among causes. In FsQCA variables
are modelled as sets. FsQCA may produce alternative
multiple paths, i.e., alternative causal combinations that can
produce high consistency and coverage outcomes [14][15].
This analysis is performed separately for men and women
due to different ranges of normal values for each of the
variables used in diagnosis. Pregnants and vegans are
excluded for our study, as their specific conditions have great
impact on the level of indicators, such as hemoglobin.

The steps of the proposed approach follow:

 Step 1: Fuzzification of Medical Data.
 Step 2: Apply Qualitative Comparative Analysis.

o Produce the truth table of all possible
permutations of the terms considered.

o Calculate membership degrees for each
combination.

 Step 3: Calculate Consistency and Coverage of
the solutions.

 Step 4: Suggest final diagnosis.

The following sections exemplify the steps of the
proposed approach.

A. Fuzzification of Medical Data

The vector Exam-Data (XD) models every set of medical
data that is available and represents a person whose case for
anemia is considered. The Exam-Data vector is an (1×n)
vector, which considers the same variables with the same
order as in the first row of the Anemia-Matrix.

The values in the vector are the membership function
values that result from the fuzzification process, which is

performed for each one of the variables of the medical
examinations before storing it in the vector. The membership
functions of the Triangular Fuzzy Numbers (TFN) used in
this research are the following in the case of hemoglobin:

(1)

(2)

(3)

Similarly, membership functions are defined for all the
variables.

B. Apply Qualitative Comparative Analysis.

Produce the truth table of all possible permutations of the
terms considered. Each permutation is a possible causal
combination. Calculate membership degrees for each
combination. Its calculation is performed drawing on the
fuzzy sets operations theory. Assume two fuzzy sets and

then:
The fuzzy union, is defined as

(4).

The fuzzy intersection is defined as
(5)

and the fuzzy complement is calculated as
(6).

All variable expect hemoglobin, are fuzzified using the
TFN formula (7).

(7)

where a, m, b are real numbers. During fuzzification
calculations, the appropriate linguistic scale is identified and
then the corresponding mean of the fuzzy number is
considered to represent the level of each variable.
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TABLE I. LINGUISTIC SCALES AND CORRESPONDING TFNS FOR AGE,
MCV, MCH, FERRITIN, COMORBIDITY TESTS USED IN THIS STUDY

Linguistic
scale

Triangular fuzzy scale
Mean of

fuzzy
numbers

Very High (0.75, 1.00, 1.00) 1.00

High (0.50, 0.75, 1.00) 0.75

Medium (0.25, 0.50, 0.75) 0.50

Low (0.00, 0.25, 0.50) 0.25

Very Low (0.00, 0.00, 0.25) 0.00

C. Calculate Consistency and Coverage of the solutions

Calculate the consistency and the coverage of the solutions
using formulas (8) and (9), respectively:

(8)

(9)

where (X) is the membership degree of each causal
combination and (Y) is the membership degree of the
outcome set.

D. Simplify Causal Combinations and Suggest final
diagnosis

Identify best combinations in terms of consistency and
coverage. Thus, this study considers a consistently rate
above a threshold that is set at 0.8 and the highest possible
coverage. The produced causal combinations that satisfy
consistency and coverage thresholds are then simplified into
the final set of causal combinations, which can be used for
anemia diagnosis.

III. DATA ANALYSIS AND RESULTS

This paper analyses the data set shown in Table 2. This
data refers to the women data set, showing the values for
each medical test as they are produced after fuzzification.
For hemoglobin, fuzzification is per-formed by applying
formulas (1)-(3). For the rest of the variables fuzzification id
used by taking the mean value of the appropriate fuzzy set as
shown in Table 1. Similar calculations are performed for the
men data set.

TABLE II. THE WOMEN PATIENT DATA SET

Patient Age Hg MCV MCH Fr Como/ty Outcome

P1 0.75 0.75 0.5 0.5 0.5 1 0

P2 0.5 0.5 0 0 0.25 0 1

Patient Age Hg MCV MCH Fr Como/ty Outcome

P3 1 0.5 0.5 0.5 0.75 1 1

P4 0.5 0.25 0.25 0.25 0 1 1

P5 0.5 0.5 0.75 0.75 0.25 1 1

P6 0.5 0.25 0.5 0.25 0 1 1

P7 0.5 0.75 0.25 0 0.25 1 1

P8 0 0.75 0.25 0.25 0.25 0 1

P9 1 0.75 0.5 0.5 0.5 1 0

P10 0.75 0.75 0.5 0.5 0.5 1 0

P11 0.25 0.5 0.5 0.5 0.75 0 1

P12 0.25 0 0 0 0 1 1

P13 0.5 0.5 0.5 0.5 0.5 1 1

P14 0.75 0.75 1 1 0.25 1 1

P15 0.25 0.25 0.5 0.5 0 1 1

P16 0.75 0.25 0.5 0.5 1 1 1

P17 0.25 0.5 0.5 0.5 0.75 0 1

P18 0.25 0 0 0 0 1 1

P19 0.5 0.5 0.5 0.5 0.5 1 1

The outcome set indicates whether the patient is
diagnosed with anemia or not, coded with 1 and 0
respectively. Table 3, shows part of the total of 25=64
possible truth table permutations.

TABLE III. THE TRUTH TABLE (PART OF) SHOW ALL POSSIBLE

PERMUTATIONS OF THE TERMS

Causal
Permutation

Age Hg MCV MCH Fr Comorbidity

1 0 0 0 0 0 0

2 0 0 0 0 0 1

3 0 0 0 0 1 0

4 0 0 0 0 1 1

5 0 0 0 1 0 0

6 0 0 0 1 0 1

7 0 0 0 1 1 0

8 0 0 0 1 1 1

9 0 0 1 0 0 0

10 0 0 1 0 0 1

11 0 0 1 0 1 0

12 0 0 1 0 1 1

13 0 0 1 1 0 0
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Causal
Permutation

Age Hg MCV MCH Fr Comorbidity

14 0 0 1 1 0 1

15 0 0 1 1 1 0

TABLE IV. CAUSAL COMBINATIONS’ CONSISTENCY AND COVERAGE FOR

SEVEN PATIENTS

Causal
Permutation

P1 P2 P3 P4 P5 P7 P8

1 0.25 0 0 0.5 0.25 0.5 0.25

2 0.25 0 0 0.5 0.25 0.5 0.25

3 0.25 0 0 0.5 0.25 0.5 0.25

4 0.25 0 0 0.5 0.25 0.5 0.25

5 0.25 0 0 0.5 0.25 0.5 0.25

4 0.25 0 0 0.5 0.25 0.5 0.25

5 0.25 0 0 0.5 0.25 0.5 0.25

6 0.25 0 0 0.5 0.25 0.5 0.25

7 0.25 0 0 0.5 0.25 0.5 0.25

8 0.25 0 0 0.5 0.25 0.5 0.25

9 0.25 0 0 0.5 0.25 0.5 0.25

…

33 0.25 0 0 0.5 0.25 0.5 0.25

34 0.25 0 0 0.5 0.25 0.5 0.25

35 0.25 0 0 0.5 0.25 0.5 0.25

36 0.25 0 0 0.5 0.25 0.5 0.25

37 0.25 0 0 0.5 0.25 0.5 0.25

38 0.25 0 0 0.5 0.25 0.5 0.25

39 0.25 0 0 0.5 0.25 0.5 0.25

40 0.25 0 0 0.5 0.25 0.5 0.25

41 0.25 0 0 0.5 0.25 0.5 0.25

42 0.25 0 0 0.5 0.25 0.5 0.25

43 0.25 0 0 0.5 0.25 0.5 0.25

44 0.25 0 0 0.5 0.25 0.5 0.25

45 0.25 0 0 0.5 0.25 0.5 0.25

46 0.25 0 0 0.5 0.25 0.5 0.25

47 0.25 0 0 0.5 0.25 0.5 0.25

48 0.25 0 0 0.5 0.25 0.5 0.25

49 0.25 0 0 0.5 0.25 0.5 0.25

50 0.25 0 0 0.5 0.25 0.5 0.25

51 0.25 0 0 0.5 0.25 0.5 0.25

52 0.25 0 0 0.5 0.25 0.5 0.25

Causal
Permutation

P1 P2 P3 P4 P5 P7 P8

53 0.25 0 0 0.5 0.25 0.5 0.25

…

60 0.25 0 0 0.5 0.25 0.5 0.25

61 0.25 0 0 0.5 0.25 0.5 0.25

62 0.25 0 0 0.5 0.25 0.5 0.25

63 0.25 0 0 0.5 0.25 0.5 0.25

64 0.25 0 0 0.5 0.25 0.5 0.25

The cells in the truth table take the value (1) or (0)
representing true or false. Thus, permutation number 7 is
read (Age=false, AND Hemoglobin=false, AND
MCV=false, AND MCH=true, AND Ferritin=true, AND
Comorbidity=false). Next, the membership degrees for all
combinations for each patient are calculated drawing on the
fuzzy sets operations theory, i.e., formulas (4,5,6). Table 4
shows the membership degrees for only a selected set of
combinations, for simplicity.

The membership degree of combination number 7, for
patient 1, see cell (Causal permutation1, P1) in Table 4, is
calculated as follows by using formulas (5) and (6): Consider
combination number 7 membership degree = (Age=false
Hemoglobin =false MCV=false MCH=true Ferritin=true
Comorbidity =false) = (not (Age), not (Hemoglobin), not
(MCV), MCH, Ferritin, not (Comorbidity)). Thus, drawing
on data shown in Table 2 for patient P1, the (Age=false) =
((1- (Age)) = (1-0.75) =0.25. Similar calculations are
performed for all terms. Thus, for P1, =min (0.7; 0.25; 0.5;
0.5; 1; 1)=0.25. After all membership degrees are calculated,
for all causal combinations for all patients, the consistency
and coverage degrees are determined. Table 5 shows the
results for a selected set of causal combinations.

TABLE V. CAUSAL COMBINATIONS’ CONSISTENCY AND COVERAGE

Causal
Permutation

Consistency Coverage

1 1.000 0.077

2 0.929 0.250

3 1.000 0.077

4 0.833 0.096

5 1.000 0.038

… … …

33 1.000 0.058

34 0.846 0.212

35 1.000 0.038

36 0.800 0.154

37 1.000 0.019

38 0.778 0.135
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Causal
Permutation

Consistency Coverage

39 1.000 0.019

40 0.778 0.135

41 1.000 0.019

42 0.900 0.173

43 1.000 0.019

44 0.889 0.154

45 1.000 0.019

46 0.900 0.173

47 1.000 0.019

48 0.889 0.154

…

60 0.778 0.135

61 1.000 0.019

62 0.846 0.212

63 1.000 0.019

64 0.778 0.135

The consistency for combination number 2 is calculated,
by applying formula (8) as follows:

Consider the outcome column shown in Table 2. Also
consider the variables’ membership degrees of combination
number 2, for all patients as shown in Table 4.

Then,
min{min(0.25;0)+min(0.25;1)+min(0.25;0)+…+min(0.2

5;1)= min(0.25+0.25+0.25+…+0.25)=3.25
(0.25+0+0+0.5+0.25+…+0)=3.5.

Therefore, the consistency for combination number 2=
=0.928.

Regarding the coverage, by applying formula (9), 3.5 and
14 thus coverage=0.25. The FsQCA theory assumes that the
best causal combinations exhibit as high as possible
consistency and coverage. However, the higher the
consistency is, the lower the coverage becomes. By selecting
the causal combinations with a consistency higher than the
threshold value of 0.8, the final set is defined by selecting
those combinations that exhibit the higher possible coverage
as well. The selected set of causal combinations (i.e.,
combination 2, 34, 42, 46 and 62) are highlighted in Table 5.
Table 6 shows the selected combinations.

TABLE VI. THE TWO NECESSARY AND SUFFICIENT CAUSAL

COMBINATIONS

Causal
Permutation

Age Hg MCV MCH Fr Comorbidity

2 0 0 0 0 0 1

34 1 0 0 0 0 1

42 1 0 1 0 0 1

Causal
Permutation

Age Hg MCV MCH Fr Comorbidity

46 1 0 1 1 0 1

62 1 1 1 1 0 1

The closer look of Table 6, may lead to the elimination of
the Ferritin test from the causal combinations since it seems
it does not affect the results. Thus, by restructuring the causal
combinations, the results show that the following alternative
paths lead to anemia diagnosis.

 Comorbidity OR
 Age AND Comorbidity OR
 Age AND MCV AND Comorbidity OR
 Age AND MCV AND MCH AND Comorbidity

OR
 Age AND Hemoglobin AND MCV AND MCH

AND Comorbidity.

Furthermore, Hemoglobin can also be omitted, since
Hemoglobin appears in only one combination (number 62)
and it is the only additional factor to combination number 46.
Thus, the set of causal combinations is as follows:

 Comorbidity OR
 Age AND Comorbidity OR
 Age AND MCV AND Comorbidity OR
 Age AND MCV AND MCH AND Comorbidity

OR

IV. CONCLUSION AND FUTURE RESEARCH

This paper suggests the use of FsQCA in medical
diagnosis and supports its use with the development of the
necessary models and a prototype that was put to practice
with real world test data. Data is collected from a hospital in
Athens, Greece. The data protection act is satisfied in the
sense that no personal data is held in the database. It only
contains examinations results and diagnoses. FsQCA are
used as a decision support method in order to assist
physicians with manipulating and interpreting borderline
cases such as the handling of the upper or lower normal
limits of medical data that may raise ambiguity in problem
formulation thus leading to faulty diagnoses. For future
research, this paper suggests the testing of the model with
more data. Large data sets will assist in evaluating the
approach. Further, the analysis of large data sets may
increase the complexity of applying the FsQCA method, thus
FsQCA may be applied at a second stage after pruning an
initial set of causal combinations. In addition, the method
can be applied in other areas of medical problems.
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Abstract —In high-technology manufacturing industries like
pharmaceuticals, semiconductors or photovoltaics, best and sta-
ble yields are very important. This can only be reached if
the appropriate equipment is still operating in the specified
working ranges according to the current recipes or process steps.
Because of the high complexity of the corresponding equipment
and processes, monitoring solutions like fault detection and
classification or predictive maintenance are already established.
The combination of such techniques with advanced process
control leads to a mechanism for avoiding product scraps and,
finally, to the maximization of the production efficiency and
business competitiveness. The equipment health factor is an
important index of the status of a processing equipment and
at the same time a key enabler for advanced monitoring and
control strategies. Three families of estimation techniques will
be briefly explained in this paper: physics-inspired, statistical-
based and data-driven. Then, the focus will be set on the
system identification-based approach as the most promising and
emerging equipment health estimation strategy. Its backgrounds
and advantages will be explained and illustrated. At the end, a
universal tool for investigation and modeling of the equipment
health factor will be described and discussed.

Keywords —Equipment Health; Data-Driven Modeling; System
Identification; Predictive Maintenance; Time Series Analysis.

I. Iඇඍඋඈൽඎർඍංඈඇ
The Equipment Health Factor (EHF) (also known as equip-

ment health index [1]) is a quantitative factor of the status
of a processing equipment or a tool, which can be estimated
from observable equipment parameters, e.g., on the basis of
the history data of the process.
For a sustainable application, the EHF calculation should

also be supported by the use of available metrology data (in-
cluding virtual metrology data) and maintenance information.
So, the appropriate data integration of different information
sources like process control system, metrology or maintenance
is essential for the overall production success. In the literature,
there are other similar equipment health definitions under
terms like “equipment condition”, “tool health” or “machine
health condition”.
In this article, we focus on the following EHF application

fields:
• Predictive Maintenance [2] is based on condition mon-
itoring [3]. With Predictive Maintenance (PdM), mainte-
nance actions are performed only if needed and offer cost
savings compared to time-based Preventive Maintenance
(PvM) [4]. Another advantage towards to PvM is to

avoid equipment breakdown by performing proactive
maintenance. EHF can be used as a main indicator to
predict equipment status.

• Dynamic Sampling avoids expensive measuring opera-
tions on lots of products (e.g. wafers) without increasing
the “material at risk” in production [5]. In case of
dynamic sampling, EHF can supply the sampling system
with information about current equipment condition for
avoiding the metrology actions [6].

• Equipment Prioritization and Production Scheduling
by giving each equipment a certain priority according
to its current EHF. If critical tasks with a high quality
demand occurs, the equipment with the highest EHF is
recommended to be used [7]. This technique motivates to
include the EHF into global production scheduling [1].

In the following, an overview of the already existing meth-
ods for equipment health estimation will be given (Section
II). Then, a system identification-based approach will be
introduced and its advantages underlined in Section III. An ap-
propriate software tool for investigation of the identification-
based EHF estimation will be presented in Section IV.
Achieved results will be discussed in Section V and, in the
end, a short conclusion with an outlook will be given.

II. Mൾඍඁඈൽඌ ൿඈඋ Eඊඎංඉආൾඇඍ Hൾൺඅඍඁ Eඌඍංආൺඍංඈඇ
In this section several families of EHF techniques, which

can be classified as follows, are discussed:
• Physics inspired: These methodologies are considered
to be the most complex to transfer between different
equipment types, as they entirely rely on what is known
(and can be modeled) of the equipment’s behavior [8].
This family of techniques usually consists of very ad-hoc
approaches to tackle a specific use case and is therefore
the most expensive [9].

• Statistical or forecast-based: In this case, relevant time
series coming from the target equipment are predicted
by exploiting their statistical properties. Their probabilis-
tic future outcome is compared with a preset failure
threshold [10]. Notable examples of problems easily
solved with this kind of technique include helium flow
prediction for edge ring consumption by plasma etching
in semiconductor production [11] and health monitoring
of electronics under shock loads in packaging and manu-
facturing [12]. While such techniques can be extremely
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powerful in targeting specific problems, it must be said
that they lack generality and most of the time cannot
be directly transferred between equipment classes and
problems.

• Data-driven: in contrast to the aforementioned tech-
niques, this class of methods allows quick transfer of
methodology between different equipment and processes
[13]. The appropriate EHF models will be estimated
from the input data using supervised machine learning
algorithms like linear or nonlinear regression [14], neural
networks [15] or system identification algorithms with
gradient-based optimization. Also, classification methods
(support vector machines, decision trees, etc.) can be used
for equipment health assessment.
The required training, validation and test data sets could
be obtained in a semi-automatic way (for instance by
exploiting associated metrology information) as well as
in a manual manner, by manually selecting a subset
of important parameters to be controlled based on the
actual knowledge of the process engineer [16]. It should
be noted that such methodologies still require some
expert knowledge in order to provide proper results and
minimize the false positive rate.

Depending on the use case, each of the approaches may prove
itself useful, but no tool is capable for solving every issue
in the whole “EHF galaxy” [17]. For this reason, since the
beginning of the planning stage, much emphasis has been
put on the modularity of the system in order to be able to
accommodate a wide variety of mathematical techniques with
minimal effort.

III. EHF Eඌඍංආൺඍංඈඇ Uඌංඇ ൺ Sඒඌඍൾආ Iൽൾඇඍංൿංർൺඍංඈඇ
Aඉඉඋඈൺർඁ

Most popular statistical-based and data-driven EHF estima-
tion methods presume that changes in the process data can be
adequately described with standard statistical functions like
variance, mean value, standard deviation or linear regression
models. But this limits their applicability to narrow process
windows. System identification methods do not rely on that
steady-state assumption and characterize processes based on
identified physical properties, especially on typical responses
to well-defined step changes.
Many equipment signal charts represent in fact responses

after control actions like “Heater On”, “RF Power On” or “N2

Primary Valve On” with characteristic trends in according to
sensor readings [18]. These trends can be compared with each
other or with trends from a reference model to detect process
anomalies or, indirectly, decreasing of the equipment health.
By using of a system identification approach, an automatic

identification of the reference models should be performed
for each existing process context (e.g. different recipes) to
describe the characteristic trends in signals not only in steady-
state mode. Then, based on an identified reference model, the
reference time series should be calculated and compared to
the new measurements from the same production context. In

the last step, well-known metrics like Mean Squared Error
(MSE) can be used to characterize the current equipment
health. Finally, the calculated MSE values will be applied to
an already existing Fault Detection and Classification (FDC)
or EHF software to track the estimated EHF parts.
The proposed common approach consists of 5 steps, as

shown Figure 1. The first three steps are performed offline
during EHF system deployment:
1) Selection of relevant process variables,

2) Preliminary estimation of the model parameters for the
reference time series and

3) Parameter estimation for different model structures.

Selection of the relevant process variables and 
training data preparation (input-output 
arranging) for a wafer from a “standard” wafer 
context

Preliminary estimation of the reference model 
parameters (model structure independently): gain 

factor k and time-delay Tdelay

Parameter estimation for the different reference 
model structures and choosing the best fit model 
pair for the reference wafer: Time constants 
T1 , … , Tn and damping factors ζ1 , … , ζn 

Estimation of the prediction error for the every 
processed wafer based on the comparison with the 
best reference model from a reference wafer

Use of the existing FDC algorithms to monitor the 
prediction error as a part of an EHF. 
So, the prediction error for each wafer can be used 
as an additional control value for an EHF control chart
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Figure 1. Steps of the proposed approach at a wafer manufacturing example
divided into offline and online part.

The system identification based EHF estimation occurs in
the two remaining steps which will be executed during an
online operation of the EHF modeling tool:
4) EHF online estimation on the basis of model identifica-

tion on process data and

5) Use of the existing FDC algorithms to monitor and
control the EHF (like control charts etc.).

The fourth step can alternatively be performed by identifica-
tion of the model parameters for each measured time series.
In this case the EHF metrics are the differences in the model
parameters form different modeled time series according to
the reference model.
Figure 2 shows the most popular structures for reference

models.
In Figure 3, an example of a reference time series generated

by a dynamic second order reference model is given. Figure
4 shows the identified time shift in time series caused by
equipment malfunction, respectively.
For the second order model, the estimated model parameters

are time delay Tdelay , gain factor k and two time constants
T1 and T2. Such models can adequately describe relatively
slow processes like heating. Note that for successful and
meaningful identification, the measurement frequency must
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Figure 2. Most popular reference model structures.
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Figure 3. An example of a reference time series.
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Figure 4. An example for the identified time shift in time series which can
be caused by equipment malfunction.

meet the sampling theorem.
Among the common approach (Figure 1), the model identi-

fication occurs only on process data from the reference product
(e.g., wafer etc.), then generate the reference time series and
calculate the MSE on the residuals for the next processed
products. In this case the monitored EHF is the MSE.

IV. A Tඈඈඅ ൿඈඋ ංඇඏൾඌඍංൺඍංඈඇ ඈൿ ඍඁൾ Sඒඌඍൾආ
Iൽൾඇඍංൿංർൺඍංඈඇ-Bൺඌൾൽ Eඊඎංඉආൾඇඍ Hൾൺඅඍඁ Eඌඍංආൺඍංඈඇ
The following section introduces a tool for EHF estimation

based on system identification. The tool is programmed in
MATLAB using the MATLAB GUIDE environment for the
Graphical User Interface (GUI).

A. Structure of the Tool
The EHF estimation tool consists of five GUI panels. The

functionality of the first two panels is shortly described in the
following:

• Visualization: In the first panel the time series can be
loaded and displayed. (Ideally the corresponding time
series are collected in a data set beforehand)

• Data Preprocessing: In case of inhom6ogeneities, e.g.,
dead time delays, of certain time series can be processed
by changing start or end time.

B. Model Identification
Figure 5 shows the third panel after the model identification

process is completed. At the top of the figure the settings area
can be seen. The following preferences can be changed:

• Selection of the appropriate model type (e.g., second
order model)

• Choice of the reference time series corresponding to the
specified course of the process.

• Pick the (virtual) input signal of your system (either
positive/negative unit step or positive/negative impulse).

The model identification is performed by the MATLAB func-
tion for Prediction Error Estimate for Linear and Nonlinear
Model (PEM). After identifying the reference model, which
is denoted with mref (k), the estimated model parameters and
the fitting quality (in percent) of the model (Figure 5 right)
are displayed. In the diagram a comparison of the model and
the reference time series is plotted.

C. Reference Based Approach
After finishing the model identification step, one can con-

tinue with the reference based approach, which is the imple-
mentation of the EHF algorithm introduced Section III. In
order to suppress noise components of the signals the model
of the reference time series is used to calculate the MSE.

MSE(i) =

K∑
k=1

(xi(k)−mref (k))
2 (1)

with i corresponding to the ith time series of the data set and
K the length of the each time series x(k) = [x1, x2, ...xK ].
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Figure 5. Panel 3 - Model Identification: At the top of the GUI the menu, tool bar and the panel navigation are located. In the middle, the settings for the
model identification can be changed. The diagram and the text box at the bottom show the results of the model identification.

Additionally it is possible to set an alert limit in multiples of
the standard deviation of the MSE σMSE (Figure 8, dashed
line).

D. Model Parameter Based Approach

The model parameter based approach was introduced in
Section III. In order to obtain a normalized EHF between 0%
and 100% the identified parameter of the reference model are
defined as 100%.
The parameters of the remaining time series are estimated

with the same settings which are chosen for the reference
model in the third panel. The calculation of the EHF will be
introduced in the following steps:
1) Estimation of the reference model parameters Pj,ref with

j = 1, . . . , J different parameters (excluding the fitting
percentage)

2) Estimation of the parameters of all time series Pj(i)
(i corresponding to the ith time series)

3) Calculation of the absolute deviation between each pa-
rameter and the corresponding reference parameter:

∆j(i) =
|Pj(i)− Pj,ref |

Pj,ref
(2)

Note that the absolute deviation at the index i = ref
(reference time series) is always zero and therefore does
not need to be calculated:

∆j(i = ref) =
|Pj(i = ref)− Pj,ref |

Pj,ref
≡ 0, ∀j

4) Summation of the absolute deviations:

∆total(i) =
1

J

J∑
j=1

∆j(i) (3)

5) Mapping of the total deviation to the EHF:

EHF (i) = 100% · (1−∆total(i)) (4)

(Negative values will be mapped to 0%.)

E. Validation of the Identification Procedure
In order to validate the estimation process and to further

investigate on noise tolerance, data sets are generated with
MATLAB SIMULINK and analyzed by the tool.

Figure 6. SIMULINK structure for test data generation.
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One example data set, which is generated by the structure
shown in Figure 6, consists of 6 time series created by a second
order system with varying parameters and a unit step as input-
signal. These time series are appended with an additive white
Gaussian noise component.
The estimated model parameters of the time series are

displayed in Table I. Deviations from the generated second

TABLE I. Eඌඍංආൺඍൾൽ ආඈൽൾඅ ඉൺඋൺආൾඍൾඋඌ ൺඇൽ ඍඁൾංඋ ൽൾඏංൺඍංඈඇ ൿඋඈආ ඍඁൾ
ൾඇൾඋൺඍൾൽ ඌൾർඈඇൽ ඈඋൽൾඋ ඉൺඋൺආൾඍൾඋඌ ൺඍ ൺ ඌංඇൺඅ ඍඈ ඇඈංඌൾ උൺඍංඈඇ ඈൿ

SNR ≈ 27dB.

time series 1 2 3
Kp 5 (+0) 5 (+0) 5.5 (+0)
Tw 2.9 (−0.1) 3.1 (+0.1) 3.5 (+0.3)
d 0.48 (−0.02) 0.48 (−0.02) 0.51 (+0.01)
fitting: 74.4% 74.8% 76.8%

time series 4 5 6
Kp 5.5 (+0) 6 (+0) 6 (+0)
Tw 3.1 (−0.1) 3.8 (−0.1) 3.7 (−0.3)
d 0.52 (−0.08) 0.61 (+0.01) 0.69 (−0.01)
fitting: 78.4% 81.6% 83.1%

order parameters are denoted in brackets. With this comparison
it is shown, that the identification procedure still works for
time series with additive white Gaussian noise components.

F. Application Example
The following generated data set consists of 15 generated

time series, which can be seen in Figure 7.
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Figure 7. Visualisation of the data set, consisting of 15 time series.

The first time series is selected as the reference time series
and is modeled with a second order model type. In Figure 8
the result of the reference based EHF estimation is shown.
One can see that the time series 13, 14 and 15 exceed the
deviation of 2.5·σMSE (highlighted in red). Figure 9 illustrates
the model parameter based approach, which is calculated with
the given in Section IV-D. The reference time series, which is
highlighted with a green bar, corresponds to an EHF of 100%.
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Figure 8. Reference based EHF estimation.
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Figure 9. Model parameter based EHF estimation.

It is observable, that the critical time series from the
reference based EHF estimation (Figure 8) are corresponding
to an EHF below 70%.

V. Rൾඌඎඅඍඌ ൺඇൽ Dංඌർඎඌඌංඈඇ
This section compares the approaches reference based and

model parameter based with respect to calculation time and
error prediction.

A. Calculation Time
Compared to the the PEM-function the other arithmetic

operations such as MSE or absolute deviations are negligible.
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With this negligence the two algorithms can be evaluated with
respect to the calculation time as follows:

• Reference based approach:
This approach needs one execution of the PEM algorithm
for determining the reference model

• Model parameter based approach:
The PEM algorithm has to be executed for each time
series in the data set.

⇒ The reference based approach has lower calculation time,
which can be critical if there are limited calculation
capacities or real-time demands.

B. Error Prediction

• Reference based approach:
With the MSE, high deviations between reference model
and time series can be detected. However, the cause of
the high deviations cannot be analyzed any further.

• Model parameter based approach:
It is possible to detect which individual parameter is
causing the deviation from the reference parameters and
as a result the low EHF. This information can be helpful
for more precise maintenance work.

⇒ The model parameter based approach provides more
information for predicting the equipment health decrease.

VI. Cඈඇർඅඎඌංඈඇ ൺඇൽ Fඎඍඎඋൾ Wඈඋ

A tool for the system identification-based equipment health
modeling was developed. The EHF modeling tool was tested
both on the real equipment data sets and on generated ones.
The highlights of the tool are:

• Support for EHF system deployment in offline mode (i.e.
using history data),

• Parameterization of the EHF models occurs automatically
after the model type selection,

• In-depth analysis of the process background is not nec-
essary (but still welcome!) and

• Processes in “out of steady-state” mode can be consid-
ered.

As a future work the application of the developed approach
on other processes will be tested, including the preciseness
analysis of the EHF estimation. Also the use cases from a
process engineer’s point of view should be investigated and
possibly adapted.
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Abstract-Microscopic transport demand models often use a 

large amount of data as input and provide detailed information 

for each individual trip as simulation output. Exploring this 

data can become very complex. Usually, several types of 

aggregation and disaggregation are performed on a spatial, 

temporal or demographic level. Consequently, often a 

combination of different tools is used for analyzing, 

communicating and validating the data. This paper introduces 

an interactive, user-friendly and scalable web application, 

which integrates different types of evaluations. Guidance and 

recommendations are given on how to implement such an 

application in R using Shiny.  

Keywords-transport demand model; simulation data; 

visualization;  R; Shiny.  

I.  INTRODUCTION 

Transport models are used to provide a realistic picture of 
the current traffic situation, to predict future development of 
transport demand or to make scenario-based analysis of 
various possible development paths, such as an aging 
population, changed prices or new mobility trends. The 
microscopic transport demand model TAPAS [1][2], which 
is addressed in this paper, reflects the individual mobility 
behavior. A large amount of different input data is required 
for this purpose. Within a simulation run, TAPAS calculates 
daily mobility patterns for each individual in the analysis 
area. Thereby, it provides individual trip chains with specific 
spatial and temporal information as well as a detailed 
description of each person and the associated household as 
simulation output. The sum of these gives an overall picture 
of the transport demand within a specified study area and 
timescale. 

Not only the validation of input and output data, but also 
the analysis and communication of simulation results are not 
an easy task, especially if the target audience is 
heterogeneous and several output media have to be covered. 
There are many visualization types available, and which one 
to choose strongly depends on the research question and the 
domain of interest. In the field of transport research, different 
types of aggregation and disaggregation are performed, may 
they be on a spatial, temporal, or demographic level. A wide 
range of visualization tools are available [3]. Some of them 
can be used out of the box, and others require programming 
skills or are only intended for a certain type of visualization, 
spatial or non-spatial. Consequently, often a combination of 

these tools is used, also because commercial software 
solutions or eye catching animations are usually too 
expensive for being applied within research projects. In 
general, a flexible and extensible approach is preferable, 
which allows adaptation to the respective needs. The aim of 
this paper is to introduce the application “Transport 
Visualizer” (TraVis). It is an interactive, user-friendly and 
scalable web-based solution for analyzing, communicating 
and validating the simulation data of a transport model, such 
as TAPAS. The simulation data include both the input and 
the output data of the model. The application is implemented 
in R and Shiny. R is a popular, flexible and powerful 
programming language for statistical computing, data 
analysis and visualization, which is widely used in the 
scientific field [4]. With the help of the Shiny framework [5] 
it is possible to convert R analyses to an interactive web 
application. While TraVis is currently intended for internal 
use only, it is planned to make the application available as 
open source in the near future. 

The paper is organized as follows: Related work is 
discussed in Section II, followed by an introduction of the 
simulation data used with TAPAS in Section III. Section IV 
describes the implementation requirements. The realization 
of the TraVis application is outlined in Section V. Finally, 
Section VI summarizes this paper and gives some ideas for 
future work. 

II. RELATED WORK 

For a long time, the role of visualization in transport 
modelling was largely limited to the static presentation of 
aggregated final results, primarily through statistical tables 
and simple graphs or the provision of key indicators 
describing the development of transport demand [6][7]. In 
recent years, map-based representations where increasingly 
used within the transport domain. In particular, an increase in 
the level of detail can be seen: from a general overview of 
the study area, over a certain part, time or topics down to the 
visualization of individual travel behavior [8]-[11]. Modern 
web technologies [12]-[14] and the growing availability of 
data have contributed to a significant increase in dynamic 
and interactive forms of visualization. In transport, as in 
other research fields, it is necessary to analyze the 
visualization requirements and consider the type of data to be 
visualized, the audience to be addressed, the purpose of the 
visualization, the appropriate level of detail, the aspects of 
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the data that should be transmitted, and the target medium 
for which the visualization is generated. A general 
framework for the visualization of transport data and models 
is defined in [15]. 

However, the type of visualization is also important. 
Charts are often used to represent information on a high or 
intermediate level of detail. Which one should be used 
depends on the data type and on what is to be shown. In [16], 
a chart selector guide and four basic methods of data analysis 
are defined that can help to choose the right chart type for 
comparison, composition, distribution, and relation. The 
comparison of single values, such as totals or means, is best 
shown with regular bar or column charts, while line charts 
are more suitable for identifying distributions of continuous 
values or the development of a measure over time. Stacked 
charts can be used to represent the absolute or relative 
changes within the composition of categorical variables. 
Scatter and bubble charts are suitable for representing 
correlations between two respective three numerical 
variables, whereas parallel coordinates can be used to point 
out relationships between multivariate data. A chord diagram 
is a common way to illustrate interrelation between data in a 
matrix, whereas data with a spatial context are typically 
represented by suitable maps. For example, a choropleth map 
can help to identify regional varieties, while flow maps show 
the quantity of movements between geographical units. 
Spatial changes between scenarios are usually achieved by 
difference maps, whereas animated maps can be used to 
represent differences over time. There are many more ways 
for visualizing data, and not all of them can be given here. 
Hence, only a brief insight into the diversity is given. A good 
overview can be found at [17]. 

Although many visualization concepts and tools are 
available, the challenge remaining is to integrate these 
different approaches and to enable the users to perform their 
analyses without mastering programming languages or using 
a variety of tools. 

III. SIMULATION DATA 

Microscopic transport demand models usually require a 
variety of different input data, such as population, locations, 
network, transport offers, timetable, land use and property 
data. All this data is very heterogeneous in terms of format 
and time frame. TAPAS, for instance, requires a highly 
differentiated synthetic population as main input for the 
simulation, which is generated by the SYNTHESIZER [18]. 

Within such transport models, household information plays 
an important role in the choice of destination and means of 
transport. Therefore, a synthetic population contains 
information at both the person and household level. A 
TAPAS simulation needs for each individual the age, sex 
and a status variable. The latter is set to one of the following 
values: child under 6 years, pupil, student, employed 
(fulltime or halftime), unemployed, or retired. In addition, 
information on possible mobility options is required, such as 
driving license, public transport ticket, bike or the mobility 
budget. Household information comprises the number of 
persons, the total household income, the number and type of 
vehicles that belong to the household as well as the spatial 
reference of the address. The simulation results, on the other 
hand, provide detailed information for each individual trip, 
including, among other, trip purpose, transport mode chosen, 
start and end time of the trip as well as of the activities, and 
the coordinates of the visited location. Table I provides an 
excerpt of the simulation output. Overall, data associated 
with an average simulation run is quite vast, reaching 
roughly 13 million trips for the city of Berlin for the current 
population forecast of 3.8 million inhabitants in 2030 [19].  

IV. IMPLEMENTATION REQUIREMENTS 

Exploring the simulation data of a transport model can 

become very complex. Which information should be 

provided depends on the story to tell. Furthermore, the 

tabular representation of the simulation data in Section III is 

understandable for machines but not easily readable by 

humans, especially when handling large amounts of data. 

Most of all, the spatial context will be lost. Based on related 

work, the following aspects were selected as requirements 

for the implementation.  

A. Data type 

As mentioned before, the simulation data include a 

variety of heterogeneous data types, which all have to be 

taken into account for exploring the data in a disaggregated 

or aggregated manner. Besides the data with a spatial 

context like activity location (point), traffic flow (line), 

vehicle density (polygon) or origin-destination matrices 

(line and point), there are also descriptive variables. These 

can be further subdivided into continuous, discrete and 

categorical data, such as the trip length, person age, or the 

activity selected. 

 

TABLE I. GENERATED INDIVIDUAL DAILY ACTIVITY PLAN FOR A SAMPLE PERSON 

P-ID HH-ID 

Trip Purpose 

Start time Duration Mode Distance 
Zone 

Activity Start time Duration 
Location 

Start End Start End 

1 1 7:15 10 min bike    2 km 200 202 shopping 7:25  5 min lon/lat lon/lat 

1 1 7:30 30 min 
public 

transport 
10 km 202 232 working 8:00   8:30 h lon/lat lon/lat 

1 1 16:30 15 min bike   3 km 232 230 sport 16:45   1:00 h lon/lat lon/lat 

1 1 17:45 45 min bike   9 km 230 200 home 18:30 12:00 h lon/lat lon/lat 
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B. Target audience and purpose 

The visualizer shall help modelers to review the model 

values and disseminate the results to a wider audience, 

including both the scientific community and the public. 

Therefore, different media, including scientific publications, 

static presentations or interactive visualizations is intended. 

C. Level of detail 

The target application should contain all levels of detail 
of spatial, temporal, and demographic dimensions. It shall be 
possible to aggregate simulated data at both levels – for the 
complete study area or parts of it. This can be used, e.g., to 
validate the applied synthetic population, including the 
vehicle fleet and mobility options. The simulation result 
should be used for computing common key indicators of the 
transport demand (e.g., modal split) by aggregation. At the 
most detailed level, the individual travel behavior should be 
extracted from the simulation output and visualized. In 
addition, the stationary transport (parking vehicles) should be 
included in the analysis, as it can provide useful information 
for future urban planning. This can be taken into account, for 
example, if autonomous driving is offered within the 
simulation, as it is assumed that the space required for 
parking will change considerably [20]. 

D. Output medium and interactivity 

According to the different audience and purpose, both 
static as well as dynamic media have to be addressed. To 
understand changes, for example between different scenario 
parameters or time frames, it is essential to provide the 
possibility to compare the corresponding simulation results. 
To take a closer look at certain aspects of the simulation 
output, the use of filters should be supported, including the 
following filter types: specific groups of persons or 
households, mode choice, location, trip purpose, time of 
traveling, distance, trip type and specific part of the study 
area. Detailed filter options are shown in Table II.  

TABLE II. FILTER OPTIONS 

Filter Elements 

Region type agglomeration, urban, sub urban, rural, zone IDs 

Household size 1, 2, 3, 4, 5+ 

Number of cars 0, 1, 2 

Person group 
kids (< 6), pupil, student, employed, unemployed, 
pensioner  

Transport mode 
walk, bicycle, car, car (co-driver), cab, public 
transport, other 

Activities 
education, free time, private matters, shopping, 
work, other 

Locations 
education, free time, private matters, shopping, 
work, other 

Trip type local people, commuters, origin, destination 

Time of traveling 
early (0 - 6), morning (7- 12), afternoon (13 - 18), 
evening (19 - 24) 

Distance 1000m, 2000m, 3000m, 4000m, 5000m, 5000m+ 

Another essential aspect is the opportunity to adjust the 
resolution of the spatial aggregation, where travel analysis 
zones or the European wide standardization for 
geographically grids [21] may be applied. To address the 
various target media, it is required to export appropriate 
figures and to show the results on screen.  

E. Visualization type and customization 

With regards to the different types of data and the 

various target media, the application should contain suitable 

visualizations, such as different charts, maps and 

animations. This is necessary for presenting the simulation 

data according to the desired level of detail. Furthermore, 

the application should be scalable so that new types of 

reporting can be integrated immediately. Besides the choice 

of the right visualization type, it is also very important to 

have the opportunity to change their appearance. Therefore, 

it is required to customize layout related attributes, such as 

the color of the bars, the chart background, and the position 

of labels or of the legend as well as the appropriate font type 

and size. With the focus on internationalization, it is also 

necessary to supply different languages in order to 

automatically generate the required labels for the 

visualization. 

V. REALIZATION IN R USING SHINY  

All simulation data are stored in a PostgreSQL/PostGIS 
database. A corresponding view lists all existing simulations 
of a research project and several SQL functions were written 
for data preparation. This would also make it possible to 
parse the data with conventional programs. However, the 
aim is to enable users to perform their analyses automatically 
and without the use of alternative tools. Because of the 
popularity, flexibility, as well as the computational power of 
R and the possibility of combining it with the interactivity of 
modern web user interfaces by using Shiny, this application 
architecture was chosen for TraVis. The functionality of 
Shiny can be easily enhanced by including HTML widgets 
for interactive visualization types, requiring usually no 
further web development skills. 

A. Application structure 

A basic Shiny application is usually structured either in 
one script (app.R) or split into two: a user-interface script 
(ui.R) and a computational script (server.R). This is most 
likely sufficient for small applications, but the programming 
code can quickly become unwieldy in larger ones. Therefore, 
it is recommended to split these main scripts further to make 
the code easier to maintain for developers. This can be 
additionally supported by a modular application design. 
Currently, there are no suggestions or best practices for 
organizing R scripts within large applications. Therefore, the 
file structure shown in Table III was developed and is used 
within TraVis.  
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TABLE III. USED FILE STRUCTURE 

Folder/File Description 

/data stored evaluated data (*.rdata) 

/documentation application documentation 

/scripts  

 /functions 
outsourced functions including:  
database connection, text formatter, conversion 
functions of geometry types 

 /modules 
includes subfolder for each module, which contains 
the corresponding ui.R and server.R files 

/server computational snippets 

/settings 
application settings, e.g, used packages,  properties 
(de/en), database config 

/ui user-interface snippets 

/www  

 /css Stylesheets 

 /js JavaScript functions 

global.R global objects, with reference to /settings, /scripts 

server.R main computational file, with reference to /server 

ui.R main user-interface file, with reference to /ui 

B. Modularizing 

The aim is to implement a flexible and scalable 
application. For this purpose, it is important to keep the 
programming code clear and manageable. Recently, the 
capability to use modules was added to Shiny as a new 
feature [22]. Shiny modules can be used to capture 
functionality and avoid name collisions by using name 
spaces for the input and output elements. This is especially 
important as element ids must be unique within a Shiny 
application. The following module functions for the 
evaluation part were defined so far:  

 Include a tab set with three tabs, in order to avoid 
information and visual overlays. 

 Show a table in one tab. 

 Render a chart in one tab and supply a setting panel 
to adjust the chart layout individually. This includes 
customization options, such as the type of the chart, 
an adoptable color scheme for matching the 
respective project’s corporate design, text alignment 
and legend position. Furthermore, provide the 
possibility to export the generated chart as a 
printable image. 

 Render a map in one tab, enabling support for 
panning, zooming and switching layer on/off, as well 
as for exporting the map as a printable image. 
Supply a settings panel to adjust the map layout 
individually. This includes customization options, 
such as the color scheme and legend position.  

 Supply a panel with elements to filter the simulation 
output according to the filter options given in Table 
II. 

 Send aggregated data for the whole study area to the 
tab with the chart. 

 Send data on the selected spatial unit to the 
visualization tab that shows the table respectively the 
map. 

For flexibility reasons and further usage within other 
applications, these defined functions have been split into 
several Shiny modules, which are separated into individual R 
files. The tableModule includes an interactive table by using 
the HTML widget “DT” [23], which is a wrapper of the 
JavaScript library “DataTables”. The chartModule contained 
a chart and a corresponding setting panel, which is shown in 
Figure 1 (b). For this purpose, the “highcharter” [24] widget 
is used, which is a wrapper for the “Highcharts” [13] 
JavaScript library. This library contains a large number of 
different interactive chart types and supports the export of 
charts in different output formats (e.g., png, svg or jpeg). The 
mapModule contains a map and a corresponding settings 
panel, as illustrated in Figure 1 (c). For rendering the map, 
both the “leaflet” [25] widget, related to the JavaScript 
“Leaflet” [14] library, and the “highcharter” widget, which 
includes also maps, is integrated within this module. 
"Leaflet" is ideal for displaying maps within a web browser, 
as all the interactive features, such as panning, zooming and 
switching layer on/off come into use. Within static media, 
however, these maps are not as well suited as maps from 
“Highcharts”, especially since they have no built-in export 
interface. To support the different defined output media, both 
possibilities have been integrated in TraVis. Furthermore, a 
filterModule was created, which includes a panel with the 
defined filter options and the functionality of filtering the 
data accordingly. The tableModule, chartModule and 
mapModule are wrapped within the higher-level 
analysisModule module. This module includes the tab set 
panel, where each tab represents the settings of one of the 
sub-modules, and additionally the interface to the data 
aggregation functionality for the chartModule. The 
corresponding data to be displayed is then transferred to all 
sub-modules as parameters. The analysisModule is used 
several times in the application, currently for evaluating the 
population, mobility options, vehicle fleet and stationary 
traffic. Further, an analysisPlusModule has been created for 
evaluating the transport demand. The analysisPlusModule 
additionally contains the filterModule and is used many 
times as well in the application. This modular design makes 
the application easily expandable. Finally, the elements of 
the user-interface and the related computational parts can be 
organized better, which makes it also easier for the developer 
to maintain such an application. 

C. Data managagement 

Analyzing large amounts of data within the R 
environment can slow down the performance, because all 
data is kept in the working memory. For this reason, the 
disaggregated simulation data is not loaded directly into R. 
Instead, some data preparation steps are done within the 
database before, e.g., filtering, mapping or aggregation to the 
target spatial resolution, to reduce the amount of data. 
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The simulation results generated by TAPAS are not 
overwritten when simulation parameters are adjusted, but 
new result data is generated. Once generated, the data is 
static and can be stored in corresponding R objects. This has 
the advantage that the data does not have to be retrieved 
from the database again for a new simulation evaluation.  

D. Internationalisation 

Results of research projects often have to be presented in 
different languages. Therefore, it is necessary to adjust the 
labels of the figures, e.g., titles, axes or legends, accordingly. 
This can be done automatically in the TraVis application. 
Switching between English and German is currently 
implemented. A general approach for multi-language support 
within a Shiny application can be found at [26].  

E. Application frontend 

The user-interface of TraVis is built with a dashboard for 
Shiny applications [27]. It includes three parts: header,  
 

sidebar and body. The header is currently used for displaying 
the application name and to toggle the sidebar. Further 
elements can be integrated. The sidebar contains the 
navigation of the application. The top menu item is related to 
the main settings. Here, it is possible to select one or more 
simulation runs belonging to a chosen research project. 
Furthermore, the target spatial resolution can be defined. The 
spatial scope can be further restricted using the study area 
menu item. The main setting panel is shown in Figure 1 (a). 
All other menu items refer to evaluation tasks and currently 
relate to population, mobility options, vehicle fleet, 
stationary traffic, and transport demand. The sidebar also 
offers the possibility to define the target language, which will 
be used within the entire session. The body includes the main 
panel. Depending on the chosen evaluation task, the 
corresponding module analysisModule or respective 
analysisModulePlus will be shown. At present, evaluations 
can be performed for the entire study area and parts thereof 
on a spatial, temporal and demographic level. 

 

Figure 1. TraVis user-interface showing the main setting panel (a), the chart view (b) with aggregated household data for 2010 versus 2030 of Berlin and the 
map view (c) with a regional zoom of the city of Berlin representing the predicted car density per km2 for 2030. 
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VI. CONCLUSION AND FUTURE WORK 

This paper introduces a flexible and scalable approach 
for developing an interactive, user-friendly and scalable web-
based application for analyzing, communicating and 
validating the simulation data of a microscopic transport 
model with R and Shiny. But the development of such a tool 
is not always straightforward. If a comprehensive application 
has to be created, the implementation can quickly become 
complex and time-consuming. It is therefore recommended 
to create readable and reusable code. This includes creating a 
suitable file structure within the R workspace, splitting the 
programing code into multiple files, deploying functions or 
even packages, and the use of Shiny modules. This approach 
could also be used to analyze research results within a 
different domain. 

Upcoming work will focus on the visualization of time-
space-related data, such as the individual travel behavior or 
the computed transport volume. The aim will be to provide 
such visualizations within R and extend the presented TraVis 
application accordingly. Furthermore, it is planned to make 
the application available as open source. 
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Abstract—The exponential advancements in processing,
storage and network technologies have led to the recent
explosive growth in big data, connectivity and machine
learning. The world is becoming increasingly digitalized -
raising security concerns and the desperate need for robust
and advanced security technologies and techniques to combat
the increasing complex nature of cyber-attacks. This paper
discusses how machine learning is being used in cyber security
in both defense and offense activities, including discussions on
cyber-attacks targeted at machine learning models.
Specifically, we discuss the applications of machine learning in
carrying out cyber-attacks, such as in smart botnets, advanced
spear fishing and evasive malwares. We also explain the
application of machine learning in cyber security, such as in
threat detection and prevention, malware detection and
classification, and network risk scoring.

Keywords- Cyber Security; Machine Learning; Malware;
Thread Detection and Classification; Network Risk Scoring.

I. INTRODUCTION

Digital security remains a top concern as the world is
becoming increasingly digitalized. With advances in network
technologies, such as the Internet, access to cutting edge
technology and research findings has never been this easy
with research papers being made public daily and the digital
world becoming increasingly open sourced. Unfortunately,
cutting edge research and breakthroughs in technology are
both available to the security analyst and cybercriminals who
have various interests in making use of these technologies
and information. Research and advances in the field of
machine learning has resulted in algorithms and technologies
for improving security solutions that help in identifying and
decisively dealing with security threats. However, this also
makes it possible for cybercriminals to use this knowledge in
crafting and launching bigger and more sophisticated attacks.

Cybercriminals have a huge advantage in the cyber war
since, out of many attempts, they need to be right just once.
For security, on the other hand, the desired success rate
needs to be 100%. Research shows that in 2017, multiple
organizations, business, individuals and applications were
victimized by cybercriminals [1]. Stolen information
included sensitive classified intelligence data, financial
records, and personally identifiable information. The use of
these kinds of information can be catastrophic, especially
when it is made publicly available or sold on the black
market. Some research statistics with regards to the impact of

cyber security to businesses, organizations, and individuals
include:

 In recent years, cybercrime has been responsible
for more that $400 billion in funds stolen and
costs to mitigate damages caused by crimes [2].

 It has been predicted that a shortage of over 1.8
million cybersecurity workers will be
experienced by 2022 [3].

 It’s been predicted that organizations globally
will spend at least $100 billion annually on
cybersecurity protection [4].

 Attackers currently make over $1 billion in
annually revenue from Ransomware attacks,
such as Wannacry and CryptoWall attacks [5].

Keeping up and countering the increasing sophistication
of cyber-attacks is becoming increasingly challenging, as
defense tools quickly become obsolete. In fact, on average, it
can take up to 240 days to detect an intrusion [6]. The
sophistication of cyber-attacks is growing both in scale and
complexity making it increasingly challenging to keep up
and respond to the constant emergence of new threats and
vulnerabilities. One major area that is currently having a
high impact on cyber security is machine learning, which
will be the focus of this paper.

The rest of the paper is structured as follows. In Section
II, we present an overview of machine learning, including its
various categories (supervised and unsupervised learning).
Section III describes the applications of machine learning in
cybersecurity, such as in network risk scoring and in
malware detection and prevention. In section IV, we discuss
the applications of machine learning in cyber-attacks, such as
in smart botnets, advanced spear fishing and evasive
malwares. Section V discusses cyber-attacks targeted at
machine learning models.

II. OVERVIEW OF MACHINE LEARNING

Machine learning is a sub-field of artificial intelligence
that aims to empower systems with the ability to use data to
learn and improve without being explicitly programmed [7].
It relies on mathematical models derived from analyzing
patterns in datasets, which are then used to make predictions
on new input data. Applications of machine learning span
across a vast set of domains including e-commerce, where
machine learning applications are used to make
recommendations based on customer behavior and
preferences, and health care, where machine learning is used
to predict epidemics or the likelihood of a patient having
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certain diseases, such as cancer, based on their medical
records.

Machine learning algorithms can be categorized as
Predictive (Supervised Learning) or Pattern Discovery
(Unsupervised Learning) [39]. In supervised learning, there
is always a target variable, the value of which the machine
learning model learns to predict using different learning
algorithms e.g., based on an IP address location, frequencies
of Web requests and times of request, a machine learning
model can predict if a given IP address was part of a
Distributed Denial of Service (DDOS) attack. A variety of
Machine learning algorithms fall under the umbrella of
supervised learning, including Linear and Logistic
Regression, Decision Tree and Support Vector Machine
(SVM) [40]. On the other hand, in unsupervised learning,
there is no prediction of a target variable, rather,
unsupervised algorithms learn to find interesting associations
or patterns in datasets e.g., identifying computer programs,
such as malwares with similar operating/behavioral patterns
using clustering and association algorithms.

One particular domain where machine learning is seeing
wide adoption is that of cybercrime and security which has
multiple use cases for machine learning, such as in malware
and log analysis. The power of machine learning is leveraged
by cybercriminals as well as security experts. We will now
discuss how machine learning is being used for cybercrime
as well as cyber security.

III. APPLICATIONS OF MACHINE LEARNING IN CYBER

SECURITY

With the growing threat of cybersecurity, studies are
focusing on machine learning and its vast set of tools and
techniques to identify, stop and respond to sophisticated
cyber-attacks [21]. Machine learning can be leveraged in
various domains of cyber security to provide analytical-
based approaches for attack detection and response. It can
also enhance security processes by automating routine tasks
and making it easy for security analysts to quickly work with
semi-automated tasks. Some popular applications of machine
learning in cyber security are presented below.

A. Threat detection and classification

Machine learning algorithms can be implemented in
applications to identify and respond to cyber-attacks before
they take effect [8]. This is usually achieved using a model
developed by analyzing big data sets of security events and
identifying the pattern of malicious activities. As a result,
when similar activities are detected, they are automatically
dealt with. The models’ training dataset is typically made up
of previous identified and recorded Indicators of
Compromise (IOC), which are then used to build models and
systems that can monitor, identify and responds to threats in
real time. Also, with the availability of IOC datasets, we can
use machine learning classification algorithms to identify the
various behaviors of malwares in datasets and classify them
accordingly. Studies have been made on behavioral-based
analysis frameworks that make use of machine learning
clustering and classification techniques to analyze the
behaviors of thousands of malwares [14]. This makes it

possible to use the learned patterns to automate the process
of detecting and classifying new malware. This can help
security analysts or other automated systems to quickly
identify and classify a new type of threat and respond to it
accordingly using a data driven decisions. For example, by
using a historic dataset containing detailed events of
WannaCry ransomware attacks, a machine learning model
can learn to identify similar attacks, thereby making it
possible to automate the identification and response process
of similar attacks. Machine learning techniques have also
been used in IP traffic classification [15][16] which can help
automate the process of intrusion detection systems that can
be used to identify behavioral patterns as in the case of
DDOS attacks. With the increasing number of machine
learning techniques, other studies have been focused on
analyzing multiple machine learning solutions for intrusion
detection systems including single, hybrid and ensemble
classifies [17].

B. Network risk scoring

This refers to the use of quantitative measures to assign
risk scores to various sections of a network, thereby helping
organizations to prioritize their cyber security resources
accordingly with regards to various risk scores. Machine
learning can be used to automate this process by analyzing
historic cyber-attack datasets and determining which areas of
networks were mostly involved in certain types of attacks.
Using machine learning is advantageous in the sense that the
resulting scores will not only be based on domain knowledge
of the networks but most importantly, the scores will be data
driven. This score can help quantify the likelihood and
impact of an attack with respect to a given network area and
can thus help organizations to reduce to risk of being
victimized by attacks.

Studies have been carried out on the use of machine
learning algorithms such K-Nearest Neighbor, Support
Vector Machines, and Random Forest algorithms to analyze
and cluster network assets based on their connectivity [18].
Other studies have focused on how IOT devices connected to
small and Medium Sized Enterprises (SMEs) can be used to
lunch attacks on SMEs [19]. Machine learning powered
systems have been developed that make use of the mutual
reinforcement principle to analyze massive volumes of alerts
in organization networks to determine risk scores by taking
into account the associations of various network entities [20].

C. Automate routine security tasks and optimize human
analysis

Machine learning can be used to automate repetitive
tasks carried out by security analysts during security
activities. This can be done through analyzing
records/reports of past actions taken by security analysts to
successfully identify and respond to certain attacks and using
this knowledge to build a model that can identify similar
attacks and respond accordingly without human intervention.
Though it is difficult to automate the full security process
and replace the human security analyst, there are some
aspects of the analysis that machine learning can automate
including malware detection, network log analysis, and
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vulnerability assessments, such as network risk analysis. By
incorporating machine learning in the security work flow,
‘man and machine’ can join forces and accomplish things at
a degree of speed and quality that will have been otherwise
impossible.

With the exponential growth of artificial intelligence, we
see an increasing number of tasks being automated. It is
tempting to think that artificial intelligence will increase
automation, and certain tasks that are currently performed by
humans will be taken over by machines. This might be true
in some cases, however there are numerous cases where the
combination of artificial intelligence and human intelligence
produce far better results than each will produce by itself. It
is for this reason that we are currently seeing the rise of
artificial intelligence companies with a focus on not only
creating AI product for automating tasks, but creating
products that enhancing and complement the productivity of
human analysts. A well-known example of such a company
is Palantir [9], which creates products that make it easy for
analysts to aggregate and make use of massive volumes of
data.

In other to enhance security analysts activities, studies
have been carried out on the use of machine learning
algorithms, such as genetic algorithms and decision tries to
create applications that generate rules for classifying network
connections [22]. Other approaches go far as to implement a
cognitive architecture to create an automated cyber defense
decision-making system with expert-level ability inspired by
how humans reason and learn [23]. Cybersecurity analysts
typically have to spend time responding to multiple events,
which sometimes include false positives, which mostly turn
out to be a waste of their time. Studies have been done to
show that machine learning classifiers can be trained on alert
data to identify and distinguish between false positives and
true positives, thereby making it possible to create an
automated system that will alert the analyst only on scenarios
that include true positives [24].

IV. APPLICATIONS OF MACHINE LEARNING IN CYBER

CRIME

Just as machine learning is a promising tool to deal with
the growing cyber threats, as shown in the previous section,
it also acts as a tool that can be leveraged by malicious
attackers. For instance, there have been studies that show the
possibility of cybercriminals leveraging machine learning to
create intelligent malware that can outsmart current
intelligent defense systems [25]. Hence, as the field of
machine learning progresses at a rapid rate while offering
promising solutions for cyber defense, it also makes it
possible for cybercriminals to use it in carrying out more
sophisticated attacks at scale as well as lunch attacks targeted
at machine learning models. Everyone including security
analysts and cybercriminals are actively seeking new
innovative AI techniques/technologies to add to their arsenal
of cyber weapons. For instance, just like cyber defense
specialist are actively analyzing data to better understand an
attackers’ patterns, the attackers themselves can also steal
data about users and analyze it to better craft their attacks.
An example includes illegally accessing and analyzing a

targeted users’ emails with the aim of having a better
understanding of their email patterns and leveraging that to
craft better phishing emails.

Some popular categories of machine learning based
attack techniques include:

A. Unauthorized Access

Machine learning can be used to gain unauthorized
access to systems, such as those involving captchas. One
field that has been hugely impacted by machine learning is
that of machine vision, whereby a machine is trained to
identify objects. This is the same technology being used in
self driving cars where cars rely on machine learning to
identify and avoid obstacles. With machines being capable of
identifying objects in images, they can be trained to bypass
captcha-based system that relies on a user to identify the
objects in an image before being authorized [10]. Also,
machine learning algorithms, such as neural networks that
attempt to mimic the human brain can be trained to speed up
and automate social engineering techniques, such as
guessing user passwords by training the model with big
datasets containing data of previously hacked user
information including their usernames and passwords and
any kind of information that can be used to enhance the
guessing process.

Multiple studies have been carried out on how machine
learning can be leverage to gain unauthorized access to
systems. Examples include PassGANs that can generate high
quality password guesses by using Generative Adversarial
Networks (GAN) and real password leaks to learn the
distribution of real passwords [26]. Some studies focus on
using machine learning to generate passwords for real time
broot force attacks that rely on testing different variants of
passwords with the aim of successfully gaining unauthorized
access to a system [27]. Other studies focus on using Deep
learning to bypass CAPTCHAs without human intervention
[28][29], while others focus on leveraging machine learning
to clone human voices. Applications exists that leverage
machine learning techniques to clone voices [30], making it
possible to impersonate people.

B. Evasive Malware

Typically, the creation of malware involves writing a
malicious program which in most basic cases can be
identified by security programs which have records of the
malwares’ signature. However, there have been cases where
machine learning has been used to generate malware code
that other security programs could not detect including
machine learning based systems [11]. Another example
includes DeepLocker, an AI powered malware developed by
IBM researchers that is capable of leveraging facial
recognition, voice recognition and geolocation to identify its
target before launching its attack [12]. There’s a lot of
research on using machine learning to generate computer
code with the goal of replacing computer programmers with
AI systems in scenarios where an AI can write the code
without human intervention. Examples include a recent
research carried out at Microsoft to create AI systems that
can generate code without human intervention [13].
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C. Spear Phishing

Machine learning can be leveraged to carryout advanced
spear phishing attacks for example, by illegally collecting
genuine email data of targeted individuals and feeding the
data to a machine learning model which can then learn from
the data, derive context from the data and generate emails
that look similar and genuine to those it learned from. This
can then be incorporated into an automated process thereby
speeding up the efficiency and speed in which
cybercriminals can launch targeted phishing attacks. Some
phishing attacks leverage social engineering to illegally
acquire information about their targeted users.

Social engineering is a popular kind of attack technique
that uses deception to manipulate individuals to get their
personal information. There have been studies on using
machine learning to carry out sophisticated social
engineering attacks. Examples include studies that used long
short-term memory (LSTM) neural network and recurrent
neural network that are trained on social media post
extracted from a targets time line with the aim of
manipulating users into clicking on deceptive URLs
[31][32]. Similar approaches can also be used to carry out
email based phishing attacks.

V. SECURITY THREADS TO MACHINE LEARNING

PRODUCTS

From the beginning of the computer revolution,
cybercriminals have always been on the lookout for ways to
exploit software vulnerabilities and carry out malicious
activities. With the explosive growth of artificial intelligence
technology, cybercriminals are beginning to look for ways to
exploit vulnerabilities in this domain. Attacks on machine
learning systems are typically discussed in the context of
adversarial machine learning which is concerned with the
security of applying machine learning techniques to security-
related tasks, such as biometric recognition, spam filtering,
network intrusion and malware detection. Attacks on
machine learning algorithms can be categorized into three
domains: attacks targeted at altering training datasets and
introducing vulnerabilities in the final model [33]; attacks
targeted at increasing the error rate of the final model [34];
attacks aimed at making it possible for a specific set of
records to be classified or interpreted by the model as desired
by the attacker [35].

Like we earlier said, a machine learning model is built by
feeding data into a computer algorithm which then learns
patterns from the data and can then use the learned patterns
to predict or classify unseen data. The final product of a
machine learning model can be a simple equation which is
then translated as a computer code that receives input and
produces output in the form of a classification or prediction.
With this simple intuition of machine learning models, it can
be seen that cybercriminals can interfere with a machine
learning product by tempering with the training and test data
or altering the final parameters of the model:
 Poisoning the training data: It is well known by

machine learning practitioners that the success of
machine learning projects relies heavily on quality of

the data. This is usually called ‘garbage in garbage out’
meaning if you train your model on garbage data, it
will produce garbage results, regardless of how
advanced your model is. A possibility is that a
cybercriminal gains access to the training set of a
machine learning model and alters the data before the
training begins without the knowledge of the machine
learning engineers. Clearly, we can see that the data
will already be tampered with and has lost its original
quality which will result in modeling on wrong data.
Hence, our final model will no longer be a reliable one
since it was trained on bad data and it doesn’t matter
how good the modeling process goes, our predictions
or model classifications will surely not be appropriate.
Also, another scenario can be in a situation where a
model is made to re-train itself every time it receives
new records. In this case, a cybercriminal can feed the
model with bad data and the model can learn from this
bad data and as a result, negatively impact its
performance. Multiple studies have been carried out on
understanding and defending against poisoning attacks
[36][37].

 Altering a machine learning model: In this case, a
cybercriminal can illegally access a machine learning
model and alter its parameters and thereby influence
how it produces results. For example if after training,
the final machine learning model deployed to
production can be represented mathematically as y = 1
+ 2x , where x is the input parameter and y is the output
from the model, then if a cybercriminal can access the
system and alter the equation to y = 1 – 2x, then it can
clearly be seen that this can lead to wrong prediction
and might result in catastrophic decisions if the results
of the predictions were being used to make key
business decisions.

 Evading detection by machine learning models: This
refers to attacks that aimed at avoiding detection. This
can happen in situations where an attacker alters data
used during the testing phase with the aim of avoiding
being classified as a threat during regular system
operations. Biometric systems have been used as
examples in studies to show how such attacks can be
done [38].

From the points mentioned above, it can be seen that it is
of vital importance that machine learning projects take
security seriously. Appropriate measures should be taken to
monitor machine learning models and their datasets.

VI. CONCLUSION

In this paper, we have seen how machine learning can be
applied in a security context from both a defense and attack
perspective as well as the potential threats targeted at
machine learning models. Clearly it can be seen that machine
learning is a powerful tool that can be used for automating
complex defense and offense cyber activities. Hence, with
cybercriminals also leveraging machine learning in their
arsenal of cyber weapons, we are expected to experience
more sophisticated and big attacks powered by AI. It is
therefore of vital importance that security specialists as well
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as machine learning practitioners stay abreast with the recent
advancements in machine learning including adversarial
machine learning so as to constantly be on the lookout to
make use of potential AI related security applications.

This paper can act as basis for future research that can
focus on analyzing existing security solutions and the various
challenges of leveraging machine learning to develop and
deploy scalable cybersecurity systems in production
environments.
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Abstract—The EU-FP7 project iTesla developed a toolbox
aimed to assess dynamic security of large electrical power
systems, taking into account the forecast uncertainties due to
renewable energy sources and load. Important inputs to the
toolbox consist in the forecasts and the realizations of thousands
of active power injections from renewable generators, and of
active and reactive power absorption of the load, in the high
voltage French transmission grid, collected into hourly historical
time series. Data show a deep variety of distribution functions and
profiles in the time domain. In this context, the statistical analysis
of historical dataset is very important in order to characterise and
manage such a large variability of distributions. In particular,
the potential multimodality of the variables has to be identified
in order to adapt the sampling technique developed in the iTesla
toolbox, thus assuring accurate results also for this subset of
variables. Moreover, clustering some variables can help reduce
the dimensionality of the problem, which represents an important
advantage while analysing security on very large power systems.
The paper describes four algorithms: one looks for the number
of distribution’s peaks and classifies the variables into unimodal
or multimodal; the second and the third cluster and combine
multimodal variables to obtain unimodal ones, because they are
more suitable for the subsequent computation. All of them are
part of an advanced tool for automatic data description, that
pre-processes the raw data and produces descriptive statistics on
them. The Separation Algorithm is the last one, it back-projects
the sum of two series into the original components.

Keywords—Multimodality; Gaussian Mixture; Cluster; Time
series.

I. INTRODUCTION

Power system security assessment is a theme of great
interest for the Transmission System Operators (TSO), because
they have to operate the system under the uncertainties due to
renewable not programmable sources, load, and unexpected
events due to climate change. The EU FP7 project iTesla [1]
[2] led by the French TSO, Réseau de Transport d’Électricité,
and co-funded by the European Commission, developed a tool
to perform dynamic security assessment in an on-line envi-
ronment, where uncertainties are dealt with by analysing the
historical series of forecasts and realizations of the electrical
power grid in an off-line environment. The project’s output is

a free toolbox, described in [3], available on GitHub [4] and
usable to assess the security of any network.

The testing phase suggested further activities concerning
two aspects: the choice of the most suitable set of data to
train the model in the off-line part, in order to assure the most
accurate result when applied in the on-line case; and an in-
depth statistical description on the forecast errors. This last
activity leads to a twofold consequence: the modification of
the iTesla model to consider the peculiarity of some input
series; the clustering of some input series, that are combined
into a smoother one that is evaluated with higher accuracy
by the model, together with a dimensionality reduction of the
problem [5]–[7]. In any case, in order to perform security
analysis on the grid, the tool needs plausible samples for the
original variables before clustering, so it requires a Separa-
tion Algorithm that divides the combined variables into their
original components.

This paper is organized as follows: Section II gives an
idea of the entire algorithm for the data analysis; Section
III accurately describes the time series classification into
unimodal and multimodal; Section IV proposes two clustering
algorithms and the Separation Algorithm; Section V shows
one application; Section VI draws the conclusion.

II. PREPROCESSING

The input data are composed of two sets: snapshots of
active and reactive powers related to thousands of injec-
tions/absorptions in the French electrical High Voltage (HV)
and Extra High Voltage (EHV) transmission grid, hourly
values over one month (or more), and their forecasts done the
day before. The variables under statistical analysis are time
series of forecast errors computed by

errorhour,node = snapshothour,node − forecasthour,node
∀hour ∈ {hourmin, hourmax}

(1)

Each time series refers to an injection or absorption, that
often has different characteristics from others, in both profile
and distribution: some are continuous, others focus their values
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on a finite number of levels. Several peculiar features can be
detected, such as the presence of outliers and/or of a seasonal
smooth profile.

Furthermore, there are many problems that have to be solved
before starting the algorithm: first, it is necessary to remove
the variables not significant from a statistical point of view
(with too many missing values, or too many constant values,
or with a variance too low); then, the outliers are detected
and deleted; finally, some overall statistical information are
computed, like moments and linear correlation [5].

III. MULTIMODALITY DETECTION

The proposed algorithm for separating multimodal variables
from the unimodal ones is composed of four steps, as in
Fig. 1: detection of the peaks, fitting by using a Gaussian
Mixture, comparison with conventional asymmetric unimodal
distributions, application of bimodal index. The algorithm is
applied to each forecast error variable independently.

A. Find Peaks

For each time series, the first algorithm step constructs a
histogram with more than 10 average samples per equidistant
bin, and then it detects all the bins that are local maxima; one
local maximum is considered a peak only if its previous and
its next local maxima are lower than it. The peaks lower than
10% of the highest one are not considered. The result is a
too numerous set of peaks, where usually some of them are
not significant: it is necessary to better define the number of
modes of the variable’s density distribution.

B. Gaussian Mixtures

The model tries to fit the variable’s distribution function
with a Gaussian Mixture [8], that is a combination of two
or more unimodal Gaussian components, each one with a
mean, a variance and proportion. A loop tests the best mixture,
changing the number of components from 1 until the number
of peaks detected in the previous step; the best solution
has lowest Bayesian Information Criterion (BIC) [9]. During
each fitting, the Expectation-Maximization (EM) algorithm
[10] finds the best set of the k parameters of each mixture
components in an iterative way, maximizing the Likelihood
(L) function by applying the Maximum Likelihood Estimation
method (MLE); repeating three times each fitting, the best case
has lowest Akaike’s Information Criterion (AIC) [11]. Being
n the number of variable’s elements,

BIC = −2ln(L)+k ·ln(n); AIC = −2ln(L)+2k. (2)

The EM algorithm stops when it converges, i.e., when
the error between L and real data is lower than a given
tolerance; if 100 iterations are reached without convergence,
the Mixture is discarded and another one with different number
of components is tested. If the best fit is a Normal distribution,
the algorithm stops and analyses the next variable.

Fig. 1. Algorithm for Multimodality Detection.

C. Comparison with Unimodal Distributions

Many variables, up to this point classified among the mul-
timodal ones, have a platykurtic and skewed distribution, and
they are approximated by a Mixture composed of two or more
components that are not well separated at a visual inspection.
This step looks for a unimodal asymmetrical distribution that
fits the variable in a better way than the Gaussian Mixture,
choosing between six distributions: Weibull, Logistic, Gamma,
Log-Normal, Generalized extreme value and T-location scale.
The best fitting is obtained by the MLE method until conver-
gence.

If the BIC index of one unimodal distribution is lower
than the BIC of the best mixture, the algorithm classifies the
variables as unimodal and analyses the next variable.

D. Bimodal Index

Variables classified as multimodal up to this point are
subjected to a final step: the computation of a bimodality
index, Ashman’s D index [12]. It is used with the mixture
of two distributions with unequal variances, σ2

1 and σ2
2 . Let

µ1 and µ2 their averages, the mixture is unimodal if and only
if

D =
√
2
|µ1 − µ2|√
σ2
1 + σ2

2

≤ 2 (3)

It means that if the components are not well separated, the
distribution could be better fitted by a unimodal distribution. If
a mixture contains three or more components, the Ashman’s
D index is computed for each pair of components, and the
global distribution is multimodal if at least one D index is
higher than 2.
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Fig. 2. Local maxima (red points) and peaks (black crosses) detected by the
module Find Peaks.

Fig. 3. Mixture with two components detected by the module Gaussian
Mixture.

Fig. 4. Seven distributions detected by the module Unimodal distributions.
Ashman’s index = D < 2.

One example explains how the multimodality algorithm
works: Fig. 2 displays 13 local maxima of which 3 peaks;
Fig. 3 presents the best Gaussian Mixture with 2 components;
Fig. 4 shows that one unimodal distribution fits the variable
almost as good as the Mixture (their BICs differ for only 20
points); finally, the Ashman’s D index is lower than 2, so the
variable is classified among the unimodal set.

IV. CLUSTERIZATION

The original iTesla tool provides very accurate results in
case of unimodal variables identified in the previous section.
Two consecutive developments have been achieved: the for-
mer is to modify the iTesla tool to manage the multimodal
variables, as described in [5]–[7], the latter is to combine the

multimodal variables to get a unimodal one, as proposed in
this section. Two clusterization algorithms are described, one
based on correlation and distance concepts and the other on
the physical connection of the variables: for each specific ap-
plication, the selected algorithm is the one which produces the
highest number of clusters. In the iTesla tool, the multimodal
not clustered variables are treated by a specific module.

Each clustering algorithm can generate some cluster, each
one with two or three variables, and transform them into one
unimodal variable, reducing the problem dimensionality. In its
final part, the iTesla module applies new simulated realizations
of the original variables on the grid to compute a new system
states: to this purpose a Separation Algorithm decomposes the
samples of the aggregated variables into the original ones.

A. Algorithm Based on Hierarchical Clustering

Each variable comes from an electrical node, that has a
specific geographical position; different events can happen
and induce two nodes to have a similar behaviour: the linear
correlation identifies this kind of relationship. But only if two
correlated nodes are close, it is probable that this liaison is
physically justified by the operational practice on the system.

Fig. 5 shows the algorithm to select the variables, cluster
them and check the clusters. The algorithm works separately
two times, once on the active power variables and once on the
reactive power ones. The first step is always to group together
all the multimodal variables.

The distance function is based on the linear correlation
Pearson index: two variables X and Y are close if they are
highly correlated:

dist(X,Y ) = 1− |corr(X,Y )| . (4)

Then, the hierarchical clustering produces a set of clusters
composed of two variables at most; the next step verifies if
they are equal in a particular meaning: X and Y are equal if
their difference is higher than 1 MW (Mvar) for at most the
3% of their records. Given N the number of variable elements,

given J = {1, 2, .., N} , I = {j1, j2, ..j3%N} ⊂ J
if |Xj − Yj | < 1 ∀j ∈ J \ I

⇒ X = Y

(5)

The reason of this equality is the sensitivity of measurement
instruments, 1 MW (Mvar), together with the error propagation
from measurement to this elaboration. Furthermore, there
could be some outliers in the time series differences, that are
estimated at most in the 3% of each variable’s population.

The next step applies the nearest neighbour algorithm to ver-
ify the geographical distances: if variable Y falls between the k
nodes closest to variable X , the cluster remains, otherwise it is
filtered out. A trial and error approach sets parameter k equal
to 50 because it is a good trade off between the neighbour’s
number of the urban nodes, where they are very concentrated,
and the countryside where they are rare. When k decreases,
also the number of good clusters gets lower.

In the final step, the time series clustered together are added:
if the sum’s distribution function is multimodal, the cluster is
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Fig. 5. Clusterization Algorithm.

eliminated, otherwise it remains and the clustered variables
are treated as one smoother unimodal variable.

B. Algorithm Belonging to the Same Substation (ABSS)

In the electrical grid, a substation can be represented by
busbars containing switches. When the switch is closed, all the
busbars work like a unique electrical node; when it is open,
the busbars are split into two half-busbars, each one working
like an independent electrical node; the power injection or
absorption at the substation level at each instant is the power
at all the busbars. The combination of switch statuses in the
entire grid, called grid topology, impacts the values because
they are not always measured and the state estimator arbitrar-
ily splits the overall substation injection/absorption when no
individual data is available: the right value is unpredictable
at single node level, but foreseeable at substation level. The
variables belonging to the same substation have the same first
7 characters in their names.

From a mathematical point of view, the forecast errors of the
electrical nodes that lie in a substation are large, with generally
an irregular distribution and many peaks, but the forecast error
at the substation level has better statistical properties, often
showing a unimodal distribution.

The strategy adopted is to cluster the multimodal variables
in the same substation, adding their time series in order to
obtain one unique time series with a smoother distribution.
The algorithm:

1) Considers separately the variables of active and reactive
power.

2) Groups the variables (usually two or three) that are in
the same substation.

3) Removes the clusters containing equal variables, like
defined in Equation 5.

4) Sums the two or three time series of clustered together
variables.

5) For each group, it checks if the resulting sum is
unimodal: if yes, the cluster remains, otherwise, it is
eliminated.

C. Separation Algorithm

In the iTesla work flow, the clustered variables are sent to
the sampling module, aimed to generate plausible realisations
of the same variables. However, in order to perform studies
on the grid, it is necessary to back-project these samples of
clustered variables into the samples of original variables, one
for each electrical node of the system.

Given the sum of clustered variables in the overall system,
the Separation Algorithm have to split them to assign a value to
each single variable, preserving the cluster sum. The physical
aspect is the most important: it must preserve the overall
variability of the system, avoiding that one variable has a too
high variance, because it can lead to a computational problem
of system stability without any correspondence in the reality. It
is important to preserve also the correlation between variables,
if present.

Two splitting algorithms are proposed, respectively for two
and three clustered variables.

The fundamental formula at the base of all the reasoning is
the variance of the sum of two variables.

V ar(X + Y ) = V ar(X) + V ar(Y ) + 2Cov(X,Y ) (6)

Suppose that the historical time series are Xo and Yo, their
unimodal sum is Zo. The iTesla platform has to simulate new
values for the system variables, preserving the original distri-
butions: it estimates a new sum Zn; the Separation Algorithm
tries to split Zn in Xn and Yn, with both variances not too
high and with linear correlation similar to the original series:
it estimates Xn, and computes Yn like difference between the
sum and Xn, in order to not modify the sum Zn = Xn + Yn.
For the sake of simplicity, in this explication Zo = Zn. So it
remains

V ar(Xo) + V ar(Yo) + 2Cov(Xo, Yo) =

V ar(Xn) + V ar(Yn) + 2Cov(Xn, Yn)
(7)

Since the variable Xn will be calculated considering its de-
pendence from Zn, its variance decreases, while the remaining
sum increases:

V ar(Xo) ≥ V ar(Xn)

V ar(Yo) + 2Cov(Xo, Yo) ≤ V ar(Yn) + 2Cov(Xn, Yn)
(8)

Separation Algorithm for Two Variables: Given:
• Xo, Yo the original variables
• Zo = Xo + Yo
• Zn the new sum generated inside the iTesla tool, for

testing model it is Zn = Zo.
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The algorithm works as follows:
• if |corr (Xo, Yo)| ≤ 0.9 then

– it calculates average µX|Z and variance σX|Z of Xn

conditioned to Zn

– it generates the distribution NX|Z (µX|Z , σX|Z)
– it extracts randomly one realization of Xn from
NX|Z

– it computes Yn = Zn −Xn

• if |corr (Xo, Yo)| > 0.9 then
– ratio = |Xo|

|Xo|+|Yo|
– Xn = sign(corr(Xo, Zo)) · ratio · Zn

– compute Yn = Zn −Xn

Separation Algorithm for Three Variables: Given:
• Xo, Yo, Vo the original variables
• Zo = Xo + Yo + Vo
• Zn the new sum generated inside the iTesla tool, for

testing model it is Zn = Zo.
The algorithm works as follows:
• ratio1 = |Xo|

|Xo|+|Yo|+|Vo|
• Xn = sign(corr(Xo, Zo)) · ratio1 · Zn

• ratio2 = |Yo|
|Xo|+|Yo|+|Vo|

• Yn = sign(corr(Yo, Zo)) · ratio2 · Zn

• Vn = Zn −Xn − Yn

V. CASE STUDY

The implementation and the testing phase are done with
Matlab 2017b.

The analysed dataset is composed of the time series of
forecast and realizations of 3194 withdrawal/injections in the
electrical French transmission grid, each one with 654 records
collected once per hour from 2013/03/01 00:30 to 2013/03/01
23:30, concerning loads and renewable sources. The variables
under study are the forecast errors, obtained by the Equation
1.

The preprocessing keeps 3122 significant variables, 80% of
the original dataset.

A. Multimodality

Fig. 6 reports the results of the application of the algorithm
for the multimodality detection. It can be noticed that the
number of detected multimodal variables (700 out of 3122) is
significant, which justifies the need for a proper management
of the multimodal variables in the iTesla tool.

B. Clusters

The two Clustering Algorithms find different numbers of
clusters. The Clustering ABSS finds 42 clusters with 2 vari-
ables and 11 with three variables, while the other algorithm
finds 28 clusters with two variables: in this application case
the ABSS is preferable to reduce the problem dimensionality
because it clusters 117 variables. An example of cluster is in
Fig. 7: the histograms of three multimodal variables related to
the same substation are shown in blue, while their unimodal
sum, that is the total production or absorption of the substation,
is shown in magenta.

Fig. 6. Classification process operated by the Multimodality Algorithm on
the test case.

Fig. 7. Example of three clustered variables within same substation.

C. Separation Algorithm

Given the 42 clusters composed of two variables, 11 clus-
ters with three variables, the sum’s decomposition into the
contributions of two (or three) variables has to preserve the
total variability caused by the clustered stochastic variable
in the system, i.e., each component does not have a too
big variance with respect to the original variables. Table I
shows the statistical description of three examples of new
variables obtained with the decomposition method described
above. The last column is the difference between total standard
deviation of the original variables and those of new variables:
total variation = (σA + σB)new − (σA + σB)orig; if
this value is negative, the original variables have an overall
variability higher than the new case, so the decomposition
algorithm does not add variability to the system. If the total
variation is positive, the new variables have higher standard
deviations compared to the original ones; in these cases, it is
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TABLE I. COMPARISON BETWEEN ORIGINAL VARIABLES AND NEW ONES, OBTAINED BY DECOMPOSITION OF THEIR SUM. MW FOR
ACTIVE POWER AND Mvar FOR REACTIVE POWER.

Var µA µB σ2
A σ2

B CovAB σA σB corrAB σ2
A + σ2

B σA + σB total variation
1 original 3.26 -1.54 84.4 134.1 -35.4 9.2 11.6 -0.3 218.5 20.8 1.04
1 new 3.25 -1.58 60.6 196.7 -54.7 7.8 14 -0.5 257.3 21.8 -
2 original 0.84 -2.61 36.7 32 -20.7 6.1 5.7 -0.6 68.7 11.7 0.5
2 new 0.91 -2.70 26.8 49.4 -24.5 5.2 7 -0.7 76.2 12.2 -
3 original 2.66 -1.50 182.2 125.3 -126 13.5 11.2 -0.8 307.5 24.7 -1.46
3 new 3.17 -0.98 116.3 155 -108 10.8 12.5 -0.8 271.3 23.3 -

Fig. 8. Histograms and scatter plots of the original variables A and B. v1 is
variable A, v2 is variable B.

Fig. 9. Histograms and scatter plots of variables obtained by the separation
of the sum A+B. A3 si variable A, B3 is new variable B.

desirable a low value. Looking at the results, the averages of
original and new variables are very similar, the variances of
variable A decreases while those of B increase; considering
the standard deviations, they increase a little and their sum
in original variables have a very small difference from their
sum in new variables. One graphical comparison is shown in
Fig. 8 (original variables) and Fig. 9 (splitted variables): the
distributions of the splitted variables are smoother than those
of the original ones, but they preserve the direction of the
correlation and the standard deviations.

Considering all the 53 clusters, in 17 cases the variation
is positive, but the worst case is 4.15 MW/Mvar, while all
the other differences are lower than 2 MW/Mvar. These
values demonstrate the goodness of this Separation Algorithm
considering its objective.

VI. CONCLUSION

The paper has presented some algorithms to detect the
multimodality of power system forecast errors and to cluster
multimodal variables into aggregated variables with smoother
statistical properties. The need for these algorithms comes
from the application of an advanced toolbox for power system
security assessment developed in the EU project iTesla. The
results of the application of the first algorithm show that it
is effective in identifying the set of multimodal variables,
which can be a significant fraction of the total amount of
variables, in a real life operational environment in power
systems. Moreover, the tests on the clusterization techniques
show that few pairs or triples of multimodal variables can be
reduced into unimodal aggregated variables. The last simula-
tions also show that the back-projection techniques used to go
back from the samples of clustered variables to the original
components are effective in generating reasonable samples
of each individual original component without altering the
variability in the system. The proposed techniques are general
and can be applied to any kind of data.
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Abstract—In social media networks, visual data, such as
images, co-exist with text or other modalities of information. In
order to benefit from different data modalities, further
research is obligatory. This paper introduces the first step
towards an integration module, which is based on visual and
textual data available in social media. We utilized tags and
images of users with a novel approach of information fusion in
order to enhance the social user mining. Here, two different
approaches were applied to enhance social user mining: (1)
content based image fusion, and (2) semantic based image
fusion. Our approaches were applied to a gender classification
mining application and showed the performance of our
methods to discover unknown knowledge about the user.

Keywords- social media mining; content based integration;
semantic based integration.

I. INTRODUCTION

By combining features of image and textual attributes
that are generated by the user, interesting properties of social
user mining are revealed. These properties serve as a
powerful tool for discovering unknown information about
the user. However, there is a minimum amount of research
reported on the combination of images and texts for social
user mining.

Textual and visual information are rich sources of social
user mining. It is highly desired to integrate one media with
another for better accuracy. Gallagher et al. [1] use both
textual and visual information to find geographical locations
of Flickr images. Their model builds upon the fact that visual
content and user tags of a picture can be useful to find the
geo-location. Another example, in order to determine the
gender of a user, a profile image and its description can be
more effective than a single media, such as image itself or
description only. The progress of data mining techniques
makes it possible to integrate different data types in order to
improve the mining tasks of social media, and thus make
them more effective.

Labeling the semantic content of multimedia objects
such as images with a set of keywords is known as image
tagging. More details about different types of image tagging
can be found in [2]. The social user mining task mainly
depends on the availability and quality of tags. Furthermore,
a semi-automatic tagging process, that helps to tag
multimedia objects, would improve the quality of tagging
and thus the overall social user mining process.

As a mining application, the gender classification
problem in Flickr is one of the applications that our approach
addresses. Popescu and Grefenstette [3] introduced a gender
identification technique for Flickr's users based only on tags.
However, the existing studies show that tags are few,
impressive, ambiguous, and overly personalized [4]. In
addition, recent studies reveal that users do annotate their
photos with the motivation to make them better accessible to
the general public [5]. In our approach, we apply tags and
images to address the gender classification problem. For a
user u, given his du (tags and images) from Flickr, we predict
the gender of u based on tags, images, and a combination of
both tags and images.

In this paper, we propose a novel approach for
integrating Flickr’s data by combining multiple types of
features. We utilize tags and images of users by using two
different approaches to enhance social user mining: (1)
content based image fusion, and (2) semantic based image
fusion. Our approaches were applied to the gender
classification problem. For the classifier, we use a Naive
Bayes algorithm with multinomial distributed data, where
the integrated data are typically represented as feature vector,
as well as Support Vector Machine (SVM). In order to
evaluate the proposed algorithm, we downloaded 148,511
users profile information with 300 tags and up to 50 photos
for each user from Flickr.com.

The rest of this paper is organized as follows. Section II
describes the novel approach of information fusion by
combined textual and visual information using image
contents. Section III describes the second approach for
semantic based image fusion, using a semi-automatic image
tagging system. Section IV addresses the classification
algorithms and the experimental result. Finally, Section V
concludes the paper.

II. CONTENT BASED IMAGE FUSION

Through the content based image fusion, we combined
textual and visual information by using image contents. We
proposed a data integration method between the user's tags
and image contents. For the image contents, we used a hue
histogram and a hue in bag of words. We implemented the
tags with hue histogram as a feature vector, as well as tags
with hue in bag of words. Figure 1 shows the proposed
module of content based image fusion.
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Figure 1. Content based image fusion

A. Integrated Data Units

Flickr allows their users to annotate their photos with
textual labels called “tags”. In many social media sites, tags
are accurate descriptors of content, and could be used in
many mining applications [6]. This section captured the
content of users' Flickr photos through the user-generated
tags. The first element of our content based data integration
module is the user's tags. For each user u, we utilized up to
300 tags Tu, whereby each tag is represented as a word
denoted as:

, where n is the number of tags
for each user.

For the second element of the proposed content based
data integration module, we use the user's images as visual
data. Specifically, we represent the images through two
features known as hue histogram and hue in bag of words.
Hue histogram is based on the hue value of all the pixels in
the user's images. Hue, Saturation, Value (HSV) and Hue,
Saturation, Lightness/Luminance (HSL) represent other
color models that are used in multimedia mining. In HSV,
the brightness of a pure color is equal to the brightness of
white. In HSL the lightness of a pure color is equal to the
lightness of a medium gray. Each hue value in the HSL or
the HSV color space represents an individual color. For the
hue in bag of words feature, we selected the top two colors
by assigning "1" to the feature value for these top colors and
"0" to the others. The hue histogram and hue in bag of words
can be denoted as follows:

,

, where n
represents the number of colors for each user u.

B. Integration Scheme

We continued to implement the users' tags with the hue
histogram and the hue in bag of words as a feature vector.
Figure 2 shows the scheme of the content based image
fusion. For the tag features, each user u has a feature vector

that corresponds to all the users' tags. This feature vector
can be defined as:

= < >, where is the users' tags.

Figure 2. Feature vector of content based data integration

For the hue histogram, each user had up to 50 images.
We calculated the hue histogram for each user based on their
images, and determined the average based on 50 images for
each color. For the hue in bag of words, we selected the top
two colors for each user based on the images. The feature
vectors of the hue histogram and the hue in bags of words
can be defined as:

= < >, where is hue histogram per user.

= < >, where is a hue in bag of
words per user.

III. SEMANTIC BASED IMAGE FUSION

In this section, we address the problem of integrating
textual and visual data semantically to perform the social
user mining tasks. We determined that the integration of the
two data types will be more beneficial than using an
individual data type. We proposed a data integration module
that combined both textual and visual information. First, we
applied a semi-automatic image tagging system called Akiwi
to suggest keywords for images. Akiwi uses an enormous
collection of 15 million images tagged with keywords.
Basically, Akiwi retrieves images that are visually very
similar to the query image. Based on the keywords of these
images, Akiwi tries to predict the keywords for the unknown
image. Then, we integrated these keywords for individual
users' tag. Figure 3 illustrates the data integration module for
the sematic based image fusion.
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Figure 3. Semantic based image fusion

A. Integrated Data Units

Social media networks provide their users with the ability
to describe any photos' contents by manually annotating the
photos. Similar to the above represented content based
integration module, our first element of the semantic based
data integration module is users' tags. Some users' tags are
unreliable due to excess noise in tags provided by users.
These tags prove to be irrelevant or incorrectly spelled.

For example, only about 50% of the tags provided by
Flickrs' users are in fact related to the images [7]. Due to
tagging inaccuracies, we use a semi-automatic image tagging
system to suggest keywords for our images. These keywords
are considered as the second element of our proposed
semantic based data integration module. We applied Akiwi to
suggest keywords for the images. Akiwi uses an enormous
gathering of 15 million images tagged with keywords.
Essentially, Akiwi retrieves images that are visually precise
similar to the query image. Based on the keywords of these
images, Akiwi tries to predict the keywords for the unknown
image.

B. Integration Scheme

For the semantic based data integration module, we
implemented the users' tags with the keywords retrieved
from Akiwi as a feature vector. The main difference in this
module focuses on tags and keywords generated by users, as
opposed to keywords generated by Akiwi. Figure 4 shows the
scheme of the semantic based image fusion. These feature
vectors of tags and keywords for each user can be defined as:

 = < >, where is users’ tags.

 = < >, where is users' keywords.

Figure 4. Feature vector of semantic based data integration

IV. CLASSIFICATION ALGORITHMS

Generally, there are various mining techniques that can
be used in evolving social user mining. To apply our
approaches for the gender classification problem, we selected
two popular classifiers: the Naive Bayes and the SVM.

The Naive Bayes classifier is one of the most efficient
and effective inductive learning algorithms for machine
learning and data mining [8]. Naive Bayes methods are a set
of supervised learning algorithms based on applying Bayes’
theorem with the “naive” assumption of independence
between every pair of features. In this experiment, we
adopted a multinomial Naive Bayes model. This model
implements the Naive Bayes algorithm for multinomial
distributed data, where the data is typically represented as
vector. Given the gender classification problem having G

classes with probabilities and , we
assign the class label G to a Flickr user u based on the

feature vector where
represent the user data, such as tags and images:

(1)

The above equation is to assign a class with the
maximum probability given the feature vector of user

data . This probability can be formulated by using Bayes
theorem as follows:

(2)

Here, the objective is to predict the most probable class

to the user u giving the feature vector that contains N
features to the most possible class.

The SVM is a popular machine learning method for
classification and other learning tasks [9]. In our experiment,
we adopted the C-Support Vector Classification (SVC),
which is implemented based on libsvm [10]. The main idea
of applying SVM on classification is to find the maximum-
margin hyperplane to separate classes in the feature vector

space. Given a set of Flickr data , that is relevant to a user

u and class labels for training ,

where represent the feature vectors of user data and
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is the target class label, the SVM will map these feature
vectors into a high dimensional space.

A. Content Based Classification

As the amount of social media content grows, researchers
should identify robust ways to discover unknown knowledge
about users, based on these contents. In this section, we
explain how the contents of tags and images are used for
gender classification.

Tags reflect what users consider important in their
images and also reveal the users' interest. We assume that
male and female tagging vocabularies are different, and this
difference can be used to identify their gender. To test our
assumption, we built a dictionary containing female and
male tagging vocabularies. In order to determine the
importance of tags, we compute the gender tagging
vocabulary by counting the number of different gender users
who used the respective tag. Then, we calculated the
probability of a gender given the utilized tags.

The color histogram is a representation of color
distribution in an image. For image data, a color histogram
represents the number of pixels that have colors in each of a
fixed list of color ranges that span the color space for the
image. The color histogram can be built for any kind of color
space. The hue histogram is based on the hue value of all the
pixels in an image. Each hue value in HSL or HSV color
space represents a color by itself.

The hue in bag of words approach is motivated by an
analogy of learning methods that applies the bag-of-words
representation for text categorization [11], visual
categorization with bags of keypoints [12], and bags of
features [13]. For this approach, we selected the top two
colors by assigning "1" to the feature value for these top
colors and "0" to the other colors.

B. Semantic Based Classification

Using the semantic content of multimedia data added by
the user could be beneficial to the social user mining
research. However, manually annotating images requires
time and effort, and it is difficult for users to provide all
relevant tags for each image. Thus, a semi-automatic image
tagging system emerged and has recently involved in
different task. To improve the quality of tags, we applied a
semi-automatic image tagging system Akiwi to suggest
keywords for images. The goal of using semi-automatic
image tagging system is to assign a few relevant keywords to
the image to reflect its semantic content. This process
improves the quality of tags by utilizing image content. For
the gender classification problem, the semantic based
approach is conducted based on the collected keywords from
Akiwi.

Similar to the tags data in the content based
classification, the assumption is that male and female
keyword vocabularies are different. This difference can be
used to classify their gender. To test our assumption, we built
a dictionary containing female and male keyword
vocabularies. In order to determine the importance of
keywords, we computed the gender tagging vocabulary by
counting the number of different gender users who used the

respective keywords. Then, we calculated the probability of a
gender given the utilized keywords.

In addition, we proposed a data integration module to
combine both semantic based and content based data.
Particularly, we utilized this module for the gender
classification problem by combining the keywords of the
user with his/her tags. We used a feature vector to merge
both the keywords and the tags of the user.

V. EXPERIMENT RESULT

This experiment utilizes Scikit-Learing tools in Python
[14]. Two different classification methods, i.e., Naive Bayes
and SVM were used. In this experiment, we adopted the
multinomial Naive Bayes model. This model implements the
Naive Bayes algorithm for multinomial distributed data,
where the data are typically represented as feature vector.
For the SVM, we adopted SVC, which is implemented based
on libsvm. For both classifiers, we use the fit (X, Y) method.
This method fit the classifier according to the given training
data. Next, we used predict (X) method to perform the
classification in a sample of X. In our case, X represents the
feature matrix of the data, while Y represents the user label.

A. Data Set

One of the greatest online photo management and sharing
application is Flickr. In this site, user can shares their photos
and organize them in many ways. Textual and visual data
can be obtained through the Flickr public API, which allows
us to download information with the user’s authorization.
We downloaded 148,511 user's tags and images. Table 1
shows more details about our data set. To evaluate the
proposed algorithms, we build a ground truth data based on
215k users. Precisely, we collected the Flickr users' profile
information using crawler. For the gender attribute, we were
able to collect 148,511 users with known gender.

TABLE I. DATA SET

Data Category Size

Tags Up to 300 tags per user

Images Up to 50 images per user

Ground truth 148,511 user

B. Experiment Result for Content Based Classification

For the content based experiment, we implemented a
multinomial Naive Bayes classifier. We examined the
performance of different features, and we observed the
difference that appeared in the classification. Table 2 shows
the result of different features, such as tags, hue histogram,
and hue in bag of words.
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TABLE II. EXPERIMENT RESULT OF CONTENT BASED
CLASSIFICATION

Features Accuracy F1

tags 0.7362 0.7349

huehist 0.6141 0.6140

huebow 0.5866 0.5786

tags+huebow 0.7365 0.7351

tags+huehist 0.7251 0.7228

huehist+huebow 0.6151 0.6150

tags+huehist+huebow 0.7181 0.7141

To assess the performance of our model, we used the
standard classification accuracy (Acc) and F1 score as
defined in the equations 3 and 4, shown below. For
evaluation purposes, all classes are grouped into four
categories: 1) true positives (TP), 2) true negatives (TN), 3)
false positives (FP), and 4) false negatives (FN). For
instance, the true positives are the users that belong to the
positive class and are in fact classified to the positive class,
whereas the false positives are the users not belonging to the
positive class but incorrectly classified to the positive class.

FNFPTNTP

TNTP
ACC






(3)
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C. Experiment Result of Semantic Based Classification

To compare the performance of our approach, we use the
classification accuracy (Acc) as defined in equation 3,
precision (Pre), and recall (Rec) metrics, as well as F1 score
as defined in the following equations:
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where TP represents true positives, TN true negatives,
FP false positives, and FN false negatives.

We performed the experiments by sampling of the data
set for different features and classifiers, and then tested the
performance of each classifier and each feature. The results
are presented in Table 3. As seen in the table, the results
show over 80% in terms of accuracy for gender classification
when using keywords with both classifiers. This indicates
that the proposed semantic based approach outperforms the
content based one. In terms of classifier, we observed that
Naive Bayes is slightly better than SVM, specifically with
tags. This is because the Naive Bayes classifier can work
better even if there is some missing data.

TABLE III. EXPERIMENT RESULT OF SEMANTIC BASED
CLASSIFICATION

Features Approach Acc Pre Rec F1

keywords
NB 0.82 0.81 0.82 0.81

SVM 0.82 0.83 0.82 0.80

Tags
NB 0.78 0.82 0.78 0.78

SVM 0.74 0.55 0.74 0.63

Keywords
+Tags

NB 0.80 0.80 0.80 0.79

SVM 0.78 0.61 0.78 0.68

VI. CONCLUSION

In this paper, we proposed a new data integration method
that integrates textual and visual data. Unlike the previous
approaches that used a content based approach to merge
multiple types of features, our main approach is based on
image semantic through a semi-automatic image tagging
system. Our method was applied to gender classification
mining application and showed the performance of our
method to discover unknown knowledge about user. For
gender classification, we performed the experiments with the
data set, and the results for the semantic based approach
indicate over 81% accuracy for gender classification, which
outperforms the content based approach by 10%.
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Abstract—In their landmark paper ”Where the Really Hard
Problems Are”, Cheeseman et al. describe the relative instance
hardness, measured in computation time, of three decision prob-
lems (Hamiltonian Cycle, Vertex Coloring, K-satisfiability) and
one optimization problem (Traveling Salesman). For these four
problems, they identify a single property, an ”order parameter”
related to specific instance characteristics, for predicting com-
putational hardness. One such characteristic is the probability
of a random graph being Hamiltonian (having a Hamiltonian
Cycle): it depends on its average vertex degree, which is its order
parameter. This Hamiltonian probability goes through a sudden
phase transition as the order parameter increases and the hardest
problem instances, algorithmically speaking, are found close to
this phase transition. As such, the order parameter can be seen
as an analytic on instance data useful for predicting runtimes
on (exponential time) algorithms. In this study, we replicate the
original experiment and extend it with two more algorithms. Our
countribution is as follows: first, we confirm their original results.
Second, we show that an inversion of their heuristic significantly
improves algorithmic performance on the same graphs, at zero
extra cost. Third, we show that an advanced pruning algorithm
by Vandegriend and Culberson further improves runtimes when
run on the same graphs. We conclude that the order parameter
based on problem instance data analytics is useful across different
algorithms. Fourth, we produce high-resolution online interactive
diagrams, which we make available for further research along
with all the source code and input data.

Keywords—Hamiltonian Cycle; exact algorithm; exhaustive al-
gorithm; heuristic; phase transition; order parameter; data analyt-
ics; instance hardness; replication.

I. INTRODUCTION

The ”Great Divide” between P and NP has haunted com-
puter science and related disciplines for over half a century.
Problems in P are problems for which the runtime of the
best known algorithm increases polynomially with the problem
size, like calculating the average of an array of numbers.
If the array doubles in size, so does the runtime of the
best known algorithm - a polynomial increase. A problem
in NP however, has no such algorithm and it is an open
question whether it will ever be found. An example hereof is
”satisfiability” (sometimes abbreviated to SAT), a problem in
which an algorithm assigns values ’true’ or ’false’ to variables
in Boolean formulas like (a∨¬b∨ d)∧ (b∨ c∨¬d) such that

the formula as a whole is satisfied (becomes ’true’), or making
sure that no such assignment exists. Algorithms that do this,
and are guaranteed to give a solution whenever it exists and
return no otherwise, are called complete algorithms.

Being complete is a great virtue for an algorithm, but it
comes at a hefty price. Often, these algorithms operate by
brute-force: simply trying all combinations for all variables
until a solution is found, which usually takes vast amounts of
time. Smarter algorithms exist too; clever pruning can speed
things up by excluding large sections of state-space, at the
cost of some extra computational instructions, an investment
that usually pays off. Heuristic algorithms are also fast but
not necessarily complete - so it is not guaranteed a solution
is found if one exists. After decades of research, runtimes
of even the most efficient complete SAT-algorithm known
today still increases exponentially with the number of variables
– much worse than polynomial, even for low exponents.
Therefore, SAT is in NP, a class of ”Notorious Problems” that
rapidly become unsolvable as their size increases. In practice,
this means that satisfiability problems (and other problems
in NP) with only a few hundred variables are practically
unsolvable, whereas industries such as chip manufacture or
program verification in software engineering could typically
employ millions [1] [2].

So, the problem class NP might be considered ”the class
of dashed hopes and idle dreams”, but nonetheless scientists
managed to pry loose a few bricks in the great wall that
separates P from NP. Most notably, the seminal work ”Where
the Really Hard Problems Are” by Cheeseman, Kanefsky and
Taylor (henceforth abbreviated to ’Cetal’), showed that al-
though runtime increases non-polynomially for NP-problems,
some instances of these hard problems might actually be easy
to solve [3]. Not every formula in SAT is hard – easily
satisfiable formulas exist too, even with many variables, but
the hard ones keep the problem as a whole in NP. But Cetal’s
great contribution was not only to expose the huge differences
in instances hardness within a single NP-problem, they also
showed where those really hard instances are – and how to get
there. Their findings were followed up numerous times and
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truly exposed some of the intricate inner anatomy of instance
hardness, and problem class hardness as a whole.

So, where are these notorious hard problem instances then?
According to Cetal, they are hiding in the phase transition.
As their constrainedness increases, the problem instances sud-
denly jump from having many solutions to having no solutions.
For an example in satisfiability, most randomly generated SAT-
formulas of two clauses and four variables such as our formula
(a ∨ ¬b ∨ d) ∧ (b ∨ c ∨ ¬d) are easily satisfiable; they have
many assignments that make them true. But as soon as the
order parameter, the ratio of clauses versus variables α, passes
4.26, (almost) no satisfiable formulas exist [4] [5]. So, if
we randomly generate a formula with 20 or more clauses on
these same four variables, it is almost certainly unsatisfiable
and those rare formulas that are satisfiable beyond the phase
transition have very few solutions – which counterintuitively
enough makes them easy again. So, for most complete al-
gorithms, both extremes are quickly decided: for the highly
satisfiable formulas in α << 4.26, a solution is quickly
found, and unsatisfiable formulas in α >> 4.26 are quickly
proven as such. But in between, just around α = 4.26, where
the transition from satisfiable to unsatisfiable takes place, are
formulas that take the longest to decide upon. This is where
the really hard problem instances are: hiding in the phase
transition. But Cetal identify this order parameter not only
for SAT; the Hamiltonian cycle problem (explained in detial
in Section II) has one too, and so does Vertex Coloring. Again,
the phase transition is where the really hard problem instances
are and although their rather coarse seminal results on these
problems have been followed up in more detail, they are solid
[5]–[8]. Or to put it in a later quote by Ian Gent and Toby
Walsh: ”[Indeed, we have yet to find an NP-complete problem
that lacks a phase transition]” [9].

In hindsight, but only in hindsight, the ubiquity of phase
transitions throughout the class is not a complete surprise. Sat-
isfiability, Vertex Coloring and the Hamiltonian cycle problem
are NP-complete problems; a subset of problems in NP that
with more or less effort can be transformed into each other
[10]. This means a lot. This means that if someone finds a
polynomial complete algorithm for just one of these prob-
lems, all of them become easy and the whole hardness class
will simply evaporate. That person would also be an instant
millionaire thanks to the Clay Mathematics Institute that listed
the P ?

=NP-question as one of their Millenium Problems [11].
But the intricate relations inside NP-completeness might also
stretch into the properties of phase transitions and instance
hardness. Or, to pour it into another fluid expression by Ian
Gent and Toby Walsh ”[Although any NP-complete problem
can be transformed into any other NP-complete problem, this
mapping does not map the problem space uniformly]” [9].
So, a phase transition in say, satisfiability, does not guarantee
the existence of a phase transition in Hamiltonian Cycle or in
Vertex Coloring. The fact is though, that Cetal do find them
for all three.

In the next section, we will look at the Hamiltonian cycle

problem, how it depends on the average vertex degree of a
graph, and give an overview of the available algorithms for the
problem so far. In Section III, we will explain the algorithm
from Cetal’s original experiment, and the two algorithms
we’ve added as an extension. In Section IV, the experimental
details and results are laid out in detail. In Section V, we
conclude that the Cetal’s findings are replicable, but also that
the order parameter serves as a predictive data analytic on
other algorithms. We also discuss the implications. Section
VI contains acknowledgements, and a small tribute to Cetal’s
original work.

II. THE HAMILTONIAN PHASE TRANSITION

The Hamiltonian cycle problem comes in many different
varieties, but in its most elementary form it involves finding
a path (a sequence of distinct edges) in an undirected and
unweighted graph that visits every vertex exactly once, and
forms a closed loop. The probability of a random graph
being Hamiltonian (i.e., having a Hamiltonian Cycle), has
been thoroughly studied [12]–[14]. In the limit, it is a smooth
function of vertex degree and therefore the probability for a
random graph of V Vertices and E edges being Hamiltonian
can be calculated analytically:

PHamiltonian(V,E) = e−e−2c

(1)

in which

E =
1

2
V ln(V ) +

1

2
V ln(ln(V )) + cV (2)

Like the phase transition around α in SAT, the Hamiltonian
phase transition is also sigmoidally shaped across a threshold
point, the average degree of ln(V )+ ln(ln(V )) for a graph of
V vertices (also see Figure 1). The phase transition gets ever
steeper for larger graphs, until it becomes instantaneous at the
threshold point as V goes to infinity. For this (theoretical)
reason, the probability of being Hamiltonian at the threshold
point is somewhat below 0.5 at e−1 ≈ 0.368,

The probability of being Hamiltonian is one thing, deciding
whether a given graph actually has a Hamiltonian cycle is
quite another. A great number of complete algorithms have
been developed through the years, the earliest being exhaustive
methods that could run in O(n!) time [15]. A dynamic
programming approach, quite advanced for the time, running
in O(n22n) was built by by Michael Held & Richard Karp,
and by Richard Bellman independently [16] [17]. Some early
pruning efforts can be found in the work of Silvano Martello
and Frank Rubin whose algorithms could still run in O(n!)
but are in practice probably much faster [18] [19]. Many
of their techniques eventually ended up in the algorithm by
Vandegriend & Culberson (henceforth ’Vacul’), which we
rebuilt as part of this replication, and can be found in Section
III [20]. Algorithms by Bollobás and Björklund run faster
than Bellman–Held–Karp, but are technically speaking not
complete for finite graphs [21] [22]. The 2007 algorithm by
Iwama & Nakashima [23] runs in O(21.251n) time on cubic
graphs, thereby improving Eppstein’s 2003 algorithm that runs
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Fig. 1. The probability of a randomly generated graph being Hamiltonian depends on the average vertex degree, and is sigmoidally shaped around the
threshold point of ln(V ) + ln(ln(V )). Top-left inset is a non-Hamiltonian random graph, bottom-right inset is a Hamiltonian graph with the Hamiltonian

cycle itself being highlighted.

in O(21.260n). While these kind of marginal improvements on
specialized instances are typical for the progress in the field,
these two actually deserve some extra attention.

The cubic graph, in which every vertex has a maximum
degree of three, is of special importance in the generation
of 3D computer images. Many such images are built up
from triangle meshes, and as specialized hardware render and
shade triangles at low latencies, the performance bottleneck
is actually in feeding the triangular structure into the hard-
ware. A significant speedup can be achieved by not feeding
every triangle by itself, but by combining them into triangle
strips. An adjacent triangle can be defined by only one new
point from the previously fed triangle, and therefore adjacent
triangles combined in a single strip can speedup the feeding
procedure by a maximum factor three for each 3D object.
Finding a single strip that incorporates all triangles in the
mesh is equivalent to finding a Hamiltonian cycle through
the corresponding cubic graph in which every triangle is a
vertex, which makes both Eppstein’s and Iwama&Nakashima’s
result of crucial importance for the 3D imagery business (see
Figure 2).

So, concludingly, none of the complete algorithms on find-
ing Hamiltonian cycles runs faster than exponential on all in-
stances (with vertices of any degree), and the Bellman–Held–
Karp ”is still the strongest known”, as Andreas Björklund
states on the first page of his 2010-paper [22]. Cetal’s al-
gorithm however, is much closer related to the depth-first
approach by Rubin and Martello and runs in O(n!) time, as
do the other algorithms in the next section.

III. THREE HAMILTONIAN ALGORITHMS

Naked depth-first-search is a complete and exhaustive
method, but Cetal mount the algorithm with ”two heuristics”:
1) the starting vertex is the vertex with the highest degree
and 2) when recursing, always prioritize a higher degree
vertex over a lower degree vertex. It should be very clearly
understood though, that Cetal’s ”heuristics” are just speedup
procedures expected to boost the algorithm’s performance by
reducing runtimes but do not compromise its completeness like
a ’heuristic algorithm’ such as Simulated Annealing would.

For this replication, two more algorithms were imple-
mented: Van Horn’s algorithm (named after the first author)
which is identical to Cetal’s, except that it inverts the heuristic,
starting at the lowest degree vertex, and prioritizing lower
degree adjacent vertices over higher ones when recursing.
Inspiration for this inversion came from an almost prophetic
statement by James Bitner and Edward Reingold from their
famous ’75-paper that ”In general, nodes of low degree should
occur early in the search tree, and nodes of high degree should
occur later.” [24]. They were guessing at the time, but it turns
out they were right and their intuition has later been formalized
in a more generalized way [25], but still it is baffling to see
how much performance is gained from such a simple inversion
– at zero extra cost.

Thirdly, we replicated Vacul’s somewhat more sophisticated
algorithm intentionally programming it from scratch for the
sake of replicability. It is also a depth-first-search and it also
prioritizes vertices of lower degree over higher degree but
additionally, it has an iterated-restart feature and three pruning
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Fig. 2. Fast rendering of triangle mesh 3D images critically depends on
finding Hamiltonian cycles through the corresponding ’cubic’ graphs, in

which every vertex has a maximum degree of three.

techniques, employed in preprocessing and during recursion. A
preprocessing stage first runs an iterated pruning routine that
chips away edges that cannot be in any Hamiltonian cycle.
Any vertex v that has two neighbours (adjacent vertices) n1
and n2 which both have degree 2 only keeps those edges
to n1 and n2; all its other edges are pruned off because
they cannot be in any Hamiltonian cycle. It also looks for
a forced path, and prunes the edge between the first and last
vertex if it exists. Since any pruning activity can lead to new
vertices of degree 2, the procedure needs to be run again until
no more edges are pruned off. Then, the graph is checked
for non-Hamiltonicity-properties: degrees smaller than 2 and
articulation points (a.k.a ”cut vertices”). If it has neither of
those two, the preprocessing stage is finished and the depth-
first recursion starts. During recursion, the exact same pruning
methods and one more take place: whenever a vertex is added
to the path, all edges from the previous node are pruned,
except for the two in the path. As is common for depth-
first, all pruned edges get placed back when backtracking.
Finally, Vacul set an upper bound on the number of recursions
for their algorithm. When exceeded, the bound is upped and
a random restart is launched. An interesting technique, but
we omitted it simply because Cetal’s original graph sizes are

small enough to do an exhaustive search – Vacul’s go up to
1500 vertices, Cetal’s only to 24. A peculiar detail to keep in
mind is that these kinds of small randomnesses often improve
runtimes in exact algorithms on large inputs, but also make
them non-deterministic: experiments may vary from trial to
trial - even for two runs on the same input. By omitting this
option, runtimes (such as in Figure 3) are consistent, exactly
reproducible and non-variable on their input.

IV. EXPERIMENT & RESULTS

In Cetal’s study, 20 graphs were generated for ”a given
connectivity”, and analyzed for Hamiltonian Cycles and the
computation times (in iterations) recorded. Some runs are
cut off at ”a prespecified maximum”. The average is taken,
but it ”[severely underestimates the true costs, as it also
contains those saturated values]”. So, although of the exact
experimental parameters are left undefined, Cetal state: ”[The
existence of the phase transition is clear]”.

This left us with some choices. Generally, we tried to stick
to Cetal’s work as closely as possible, generating two sets
of graphs, one with 16 vertices and one with 24 vertices and
employed the full range of 0 to the maximum 1

2n
2− 1

2n edges.
We generated 20 random graphs for every number of edges,
resulting in 2400 random graphs for the 16-vertex graphs, and
5520 random graphs for the 24-vertex graphs. We could not
consult Cetal’s source data, but judging by their figures, our
numbers might be higher than Cetal’s original work, which
makes our replication a little more rigourous. In the remainder
of the paper, we will discuss results on the 24-vertex graphs,
but results for the 16-vertex graphs are comparable and the
reader is encouraged to try our online interactive diagrams
when interested.

We ran Cetal’s algorithm, Van Horn’s algorithm, and Vacul’s
algorithm all on the same input data and recorded the number
of iterations for each algorithm on each random graph. We set
our cutoff point at 109 iterations, which was reached 65 times
by Cetal’s algorithm and 57 times by Van Horn’s algorithm
(but not on the same graphs). Van Horn’s algorithm, with
its inverted heuristic, performs better with shorter runtimes
on 4627 out of the 5520 graphs (83.8%), but nonetheless
peaks in runtime near the Hamiltonian phase transition. Vacul’s
algorithm with advanced pruning outperformed both other
algorithms on 3334 out of the 5520 graphs (61.3%). It did
not reach the cutoff point even once, even though its hardest
graphs are still near the Hamiltonian phase transition, roughly
between vertex degrees 4 and 7 for 24 vertices. Note that the
vertical axis is logarithmic, so the computational difference
between easy and hard graphs is astoundingly large, even for
these small instances.

V. CONCLUSION AND DISCUSSION

It seems fair to say that Cetal’s results on the Hamiltonian
cycle problem are reproducible and valid. Harder graphs
do reside around the Hamiltonian phase transition for their
algorithm and the average vertex degree indeed functions as
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Fig. 3. Results of a replicated study by Cetal, which we extended with algorithms by Van Horn and Vacul. The top-right inset is Cetals original figure, and
it covers no data points. Note how the order parameter is a useful predictive data analytic for all three algorithms.

an order parameter, and is to some degree useful for predicting
runtimes. Furthermore, the same order parameter also seems
to hold for Van Horn’s algorithm, which largely outperforms
Cetal’s with shorter runtimes simply by inverting the heuristic
from prioritizing higher degree vertices to prioritizing lower
degree vertices.

Finally, Vacul’s algorithm of sophisticated pruning lives up
to its promise and outperforms both other algorithms, being
so effective it practically erases the phase transition for our
problem instances. Still, the harder graphs are near the phase
transition and the average vertex degree might still be seen as
an order parameter. Much of this is due to the pruning done
during preprocessing and recursing. This procedure however,
is quadratic-time and gets executed during every iteration
in an exponential algorithm. So, even though the number
of iterations may be much lower, the amount of wall clock
time per iteration is likely to be higher. To what extent this
is a purely theoretical issue remains to be seen; the cost-
benefit tradeoff of such ’intermediate speedup procedures’ is
classically related to constructive algorithms, and we would
like to quantitatively investigate the details for these specific
algorithms in future work.

For now, these pruning procedures appear quite beneficial
and firmly instantiate Steven Skiena’s famous take-home les-
son ”[Clever pruning can make short work of surprisingly
hard problems.]” [26]. Furthermore, Bitner & Rheingold’s

early observation that nodes with tighter constraints should be
prioritized over looser constraints seems like a good guiding
principle for designing these kinds of complete algorithms –
at least for Hamiltonian cycle detection, but possibly for a
much wider class of problems because after all, it (still) is
NP-complete.

With the seminal work of Peter Cheeseman, Bob Kanefsky
and William Taylor, the field of instance hardness has seen
the light. Ever since, principles such as solution backbones,
complexity cores and algorithm selection have all emerged as
important scientific concepts, scraping ever more plaster off
the wall that separates P from NP. We think these concepts,
and their paper, should be part of any serious curriculum in
computer science or artificial intelligence.
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[12] P. Erdos and A. Rényi, “On the evolution of random graphs,” Publ.
Math. Inst. Hung. Acad. Sci, vol. 5, no. 1, pp. 17–60, 1960.
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Abstract—In public transportation, the motor pool often 
consists of various different vehicles bought over a duration of 
many years. Sometimes, they even differ within one batch 
bought at the same time. This poses a considerable challenge in 
the storage and allocation of spare parts, especially in the event 
of damage to a vehicle. Correctly assigning these parts before 
the vehicle reaches the workshop could significantly reduce 
both the downtime and, therefore, the actual costs for 
companies. In order to achieve this, the current software uses a 
simple probability calculation. To improve the performance, 
the data of specific companies was analysed, preprocessed and 
used with several modelling techniques to classify and, 
therefore, predict the spare parts to be used in the event of a 
faulty vehicle. We summarize our experience running through 
the steps of the Cross Industry Standard Process for Data 
Mining and compare the performance to the previously used 
probability. Gradient Boosting Trees turned out to be the best 
modeling technique for this special case. 

Keywords-maintenance; utility vehicle; spare parts; data 
analysis; predictive analytics. 

I.  INTRODUCTION 
For service providers in the field of public transportation 

or waste disposal in particular, it is important to be able to 
optimally manage their own vehicle fleet in the area of 
maintenance and to minimize downtimes as much as 
possible. Unfortunately, the vehicles purchased over the 
years sometimes differ so much even within a single batch 
that many different spare parts have to be kept in stock. In 
addition to the enormous storage costs, this makes the 
assignment of a new part to a faulty vehicle more difficult 
than one would hope for [1]. Therefore, software is used in 
the areas of fleet management, workshop and logistics, to 
help traffic companies meet these challenges. However, 
cases still exist when a defect reported by a driver is checked 
upon arrival at the depot of the company by a shop 
assistant. In the worst case, when creating a repair order, the 
mechanic realizes that not all spare parts needed are in stock, 
which means that the downtime of the vehicle will be 
extended by the respective delivery time taking at least six to 
eight hours, even with special express delivery, depending on 
the industry and supplier. If the workshop manager were to 
receive a well-founded proposal on the material to be 
installed ahead of time, it could be ready at the point of entry 
to the workshop and both the time and cost could be reduced 
enormously. 

For that reason, this work focuses on analysing and 
processing the data of several traffic companies ranging from 
the vehicle data to the respective repair processes. In 
particular, data quality should be taken into account, as the 
data basis of the software could be used by the respective 
company in the most diverse ways. The knowledge gained 
from this should make it possible, based on the Cross 
Industry Standard Process for Data Mining [2], to improve 
an already implemented software by creating and evaluating 
different models for the prediction of the corresponding 
spare parts. 

This paper is organized as follows. Section 2 puts this 
paper in the context of related works, whereas Section 3 
explains the current implementation of the mentioned 
probability in the application and the data this is based upon. 
Data analysis and preprocessing are explained in Section 4, 
whereas Section 5 describes the actual modelling. Section 6 
summarizes the evaluation criteria and results, and the final 
section concludes this paper. 

II. RELATED WORK 
In the field of maintaining machines or plants, predictive 

maintenance is often used when talking about data analytics. 
This usually means the prediction of faults or failures of said 
machines in order to avoid larger failures through planned 
repairs or servicing. As described in [3], this is about the 
observation of the current state of the machine in the 
execution of its tasks. The bottom line is therefore the 
evaluation of log-based sensor data and the possible 
prediction of failures. Another elaboration [4] also attempts 
to improve their maintenance planning by detecting error 
signatures in environment variables in significant data sets 
containing machine records. Even though this paper deals 
with the avoidance of vehicle failures, such a preventive 
approach is currently not possible, which is partly due to the 
fact that the vehicle manufacturers do not make the data 
available during operation. 

Rather, one could think about it as using predictive 
analytics techniques as a kind of "management tool" to 
reduce the planned and unplanned downtime of the 
respective machine [5] – in this case the vehicles. Detecting 
the correct and needed spare parts before the vehicle arrives 
in the depot could at least partially eliminate unnecessary 
activities, such as inspecting the vehicle or adjusting 
incorrect parts, thereby dramatically reducing the overall cost 
of the vehicle. In the optimal case, for example, the repair 
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could be planned so that it lies between two uses of the 
vehicle. This would make the vehicle practically not fail. 

Breaking down the required task down to its core one 
realizes that it is ultimately about the classification of the 
respective spare part based on relevant attributes of the 
existing data sets. Which attributes in addition to the error 
message of the driver or vehicle are relevant or which 
algorithms are suitable in this case for determining the parts 
is therefore part of this work. In addition to Support Vector 
Machines (SVM) or simple decision trees, Gradient Boosted 
Trees could also be an option. A future relevant approach 
could also be "Gradient Boosted Decision Tables" using a 
novel method of storing the decision tables and a more 
efficient prediction algorithm [6]. 

III. CURRENT IMPLEMENTATION 
In the area of public transportation, the software used 

here offers extensive functions for the administration and 
support of buses and their maintenance. It has a modular 
structure and supports a large number of vehicle types and 
their technical infrastructure. Among other things, vehicles 
can be planned, timetables managed, defects recorded and 
spare parts ordered. The last two points belong to the process 
of maintenance, which is triggered in the event of a fault on 
the vehicle. As soon as a defect is created in the system, 
possible spare parts are displayed with the respective usage 
probabilities. However, this is only possible with 
correspondingly good data and with reference to the vehicle 
and the work to be performed.  

Due to the individual adaptability of the software, the 
various supported business areas as well as the high degrees 
of freedom in the administration of the data by the users, it 
may be difficult to obtain sufficient data. Furthermore, the 
number of processes, after which meaningful suggestions for 
spare parts can be generated, increases due to the variety of 
different vehicles of each company. However, if all 
prerequisites are met, it is possible to confirm everyday 
knowledge and gain new insights with the calculation of the 
probability of using specific parts. This already implemented 
probability is calculated from the ratio of the number of 
processes executed using a particular spare part to the total 
number of executions of that process. In this way, one 
obtains a simpler way of calculating the conditional 
probability of using a material, assuming that a particular 
process is applied to a defect. However, the probability also 
always depends on the particular vehicle, which – in simple 
terms – is defined by its brand and model. Thus, formula (1) 
can be used to calculate the probability of using a 
replacement part, where the individual components can be 
formalized as such that Iv represents the parts used and Ov the 
individual processes: 

 P(Iv | Ov) = P( Iv ∩ Ov) / P (Ov)  (1) 

This could lead to a result like the one shown in Table I. 
So, because of the probability in this particular case one 
would probably order item 1536 for the corresponding 
process and vehicle.  

TABLE I.  CALCULATION OF THE PROBABILITY OF THE USAGE OF ONE 
PARTICULAR ITEM FOR EACH PROCESS AND VEHICLE 

Item Process Vehicle P [%] 
1536 82-1203 EVO-O530-BJ08 47.15 
1531 82-1203 EVO-O530-BJ08 29.27 
1539 82-1203 EVO-O530-BJ08 13.01 
1537 82-1203 EVO-O530-BJ08 2.85 
1529 82-1203 EVO-O530-BJ08 1.22 

 

IV. DATA FOUNDATION 
The required data is stored in a relational database 

management system. On this basis, the attributes needed to 
calculate the explained probability are simply merged via 
joins in a view. However, there is the question of how much 
the results can be trusted and business decisions to be made 
on that basis. On the one hand, some users may sometimes 
make very far-reaching changes to the data; on the other 
hand, they must also be appropriately maintained, and the 
processes carefully recorded. Here, one can probably assume 
that given freedoms are often exploited, which may corrupt 
the data quality and thus the results. In addition, it turns out 
that the recalculation and update of the probability is not 
always enabled for all processes. It should also be noted that 
the probability of use is based on purely historical 
observations and that no model for future events is included 
or can be derived. 

Moreover, direct feedback on errors is just as impossible 
as basic testing of the quality of the process in the event of 
emerging defects. For the practical application of the 
method, with a few exceptions, it is still necessary to have a 
person with relevant specialist knowledge. So important 
decisions should not depend on this calculation – but it can 
help in assessing the situation at hand. To improve this 
situation, predictive analytics methods have been tested and 
their results analysed in further sections. 

A. Data Understanding 
In order to better understand the vehicle and deficiency 

data needed to predict spare parts and thus create different 
models, it is first necessary to understand the context of the 
data by generating it. Furthermore, the quality of the 
preliminary data has to be considered more closely so that 
the attributes used in the modelling can be selected. After 
that the data may be preprocessed for further usage. In this 
work, R [7] and R Studio [8] have been used with various 
packages, such as "caret" [9], "ROSE" [10] or "doParallel" 
[11] for all analysis and modelling work. 

B. Data Analysis 
For further analysis of the data, database backups are 

used of two companies who use the same software in 
different ways and to varying degrees. On closer inspection, 
the big difference between the existing data records has 
become clear. The first database (DB1) has more than 25 
times as many lines with 862,350 defect entries as the second 
database (DB2), which is also reflected in the number of 
different attributes. 
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TABLE II.  DISTRIBUTIONS AND CHARACTERISTICS OF SELECTED ATTRIBUTES 

Attribute Range Mean Median Skew Deviation 
ManufacturerTypeKey 325 100.07 59 1.01 76.06 
Manufacturer 44 29.33 34 -0.35 6.55 
Model 103 60.54 73 -0.88 18.98 
Process 1317 510.25 485 0.27 403.10 
Fault 368 161.83 178 0 107.75 
Material 1109 499.90 410 0.39 311.03 

 
Thus, the first company with 57 vehicle manufacturers 

and more than 140 models has almost 30 times as many 
different vehicles in use as the other one. However, this 
stark difference or this high number of different 
manufacturers seems to be exceedingly unrealistic, since 
there are not so many brands in the area of buses in the local 
market. This could either be a mixture of different 
categories, such as passenger cars or some data may not 
have been recorded correctly. It is also noticeable that the 
granularity of work processes and defects differ greatly. For 
example, with 584 to 369, DB1 has more than 1.5 times 
more defects and 2,567 to 1,234 more than twice as many 
processes than DB2. These observations can also be 
demonstrated in the usable spare parts. While a larger 
number of different vehicles can be expected to have an 
increasing number of different replacement parts, the 
differences in granularity present show how fundamentally 
different the two companies deal with defects and 
workflows. Fig. 1 illustrates these observations by the 
different occurrences of the key attributes 
"ManufacturerTypeKey", an artificial primary key, which is 
composed among other things of the two attributes 
"Manufacturer" and "Model" which are also shown. 
Furthermore, the attributes "Process", "Fault" and 
"Material", which corresponds to the spare parts, are 
displayed. Note that the illustration assumes a minimum 
occurrence of defects and attributes of 50 each. Even though 
the two most common deficiencies in DB1 have been 
removed, as explained in the preprocessing section, it 
promises significantly better results.  

Therefore, further investigations are being concentrated 
on this database. For example, the attributes "performance" 
and "weight" have a proportion of missing values (NAs) 

between 70% and 80%, which makes them completely 
useless due to the lack of possibilities for recalculation. For 
the other attributes, on the other hand, the number of NAs is 
so small that the respective rows could simply be removed. 
Thus, after the clean-up of the missing values, a number of 
861,026 supposedly usable rows are obtained. However, 
when looking at the three most common deficiencies, it turns 
out that this unfortunately is not the case. For example, one 
can see from the descriptions "additional work and 
maintenance" and "lack, please more specific" of the fault 
types "Z1111" and "Z9999" that in the first case simple 
maintenance work has been carried out. Thus, there was no 
defect of the vehicle. In the second case, the clerk simply did 
not know what was really broken. So, both manifestations 
should not be used in the given context, as this could distort 
the result in case of doubt. This means that with 485,489 
lines that make up these two most common deficiencies, 
nearly 60% of the total database is unusable for the process 
of learning which spare parts to use in which situation. 

For further analysis, the distributions and characteristics 
of individual attributes of the resulting data set can now be 
considered. This information is presented in Table II, noting 
that only those datasets have been used in which both the 
feature of the spare part and the defect have occurred at least 
50 times. Furthermore, the attributes have been numbered 
prior to the calculations. It can be seen that, for example, the 
months in which a deficiency occurred are distributed fairly 
evenly, whereas the affected vehicle models appear to be 
affected very differently. Therefore, if necessary, the data 
should be normalized in preprocessing.  

Calculating a correlation matrix and looking at it by 
using a heat map, the correlation of 0.27 shows that the 
manufacturer-type key seems to have some connection with 
the target class of parts, while the day or month when the 
deficiency was reported appears to be completely 
insignificant (0.01 to 0.02). Whether this is actually the case 
will be demonstrated by the various experiments in creating 
the models. What seems logical, however, are the obvious 
links between the manufacturer and the model (0.71) or the 
age and miles driven (0.28). 

C. Data Preprocessing 
In the following, the activities performed in the field of 

data preparation are explained. Here, not only separately 
performed steps are mentioned, but also those which have 
been run through during the model creation with the help of 
the respective packages. First, approximately 15 attributes 
like "weight" and "performance" that have been found to be 
unhelpful during each experiment have been removed 

Figure 1.  Number of different characteristics in key attributes with a 
minimum occurrence of the deficiencies and attributes of 50 each and the 

exclusion of the two most prevalent deficiencies in DB1 
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because, for example, they contain too many missing values  
[12]. Following this, the errors for non-specific problems 
"Z1111" and "Z9999" were removed due to their low 
information content.  

After this clean-up, some transformations of the data and 
generation of new attributes from existing columns were 
performed. This includes, for example, the generation of the 
age in years, which is derived from the first registration and 
the current date. The age of the vehicles can therefore be 
very important, as some parts become more susceptible to 
defects over time. This also means that certain repairs and 
thus also certain spare parts, for example, are needed after 5 
years, rather than after just one year.  

Furthermore, from the date of the defect notification, the 
corresponding month was extracted to obtain a seasonal 
component. From this, temporal correlations of potential 
failures of the heating can be obtained, which are more likely 
to occur in winter than in summer. In addition to this 
characteristic, the mileage since the last inspection has been 
roughly obtained from the kilometers travelled so far. This 
was only possible because the vehicles in the public transport 
industry are always maintained every 30,000 km. After 
calculating this information, the kilometer-based attributes 
are categorized according to the experiment. For example, 
the total mileage of the vehicles could be divided into 
5,000 km classes. 

In the next step, the attributes were converted to 
numerical factors and those columns were removed that had 
become unnecessary by generating additional information. 
Theoretically, a scaling or transformation at this point would 
be useful. However, a number of experiments have shown 
that performing these activities manually produces worse 
results than running them by the respective package just 
prior to the modelling. Now the data was prepared in such a 
way that further experiments could be carried out on the 
basis of it. Other possible steps at this point included both 
splitting the data into training and test data by a fixed 
percentage or performing a Principal Component Analysis 
(PCA). For example, the former would have specified that 
70% of the data would be used to learn a model, while 30% 
would be used for later evaluation [12]. The PCA tries to 
further reduce the number of currently 11 attributes at this 
time by calculating artificial properties to reduce complexity 
while maintaining the same quality [12]. Furthermore, PCA 
offers other benefits, such as decorrelating the attributes. 
Ultimately, however, all attempts at optimization were 
doomed to failure, as the various deficiencies and materials 
occur in very different frequencies, which can be seen, for 
example, in the respective skewness in Table 2. Thus, there 
was a bias in the direction of the most prevalent 
manifestations, which will be shown by the experiments 
presented in the next section.  

V. MODELLING 
At the beginning, we performed experiments with 

various algorithms and various combinations of attributes 
and split ratios of the training and test data. For the latter, 
70:30 and 80:20 were first investigated, while Naive Bayes 
[12] and Support Vector Machines (linear, radial, and 

polynomial) were mainly used with their default settings. It 
quickly became clear that a holistic prediction of the many 
different, very unevenly distributed target classes of the 
attribute "material" is not possible. For this reason, according 
to the number of different spare parts, we have to generate 
databases with all data records but binary target classes. Each 
database therefore stands for a single spare part and its use, 
which is why the target attribute "material" only indicates 
whether or not it is used – in other words, a "yes" or a "no". 
This created significantly better results. However, in some 
cases a few positive cases were faced with some 10,000 
negative cases, which meant that some materials could be 
predicted extremely well and others extremely badly. 
Therefore, we tried to approximate the uneven classes with 
the help of packages like ROSE and thus to improve the 
results, which finally succeeded. We were also able to 
largely confirm the results of the correlation matrix for the 
individual attributes with some experiments. However, there 
was also one or the other surprise. While the matrix did not 
see any correlation with the day the defect was reported, this 
property proved helpful in determining the required spare 
part. In order to give a small but concrete overview of the 
modellings carried out, three of them are described below. 
First, however, we explain how the individual parameters of 
the respective packages were determined. For the modelling 
itself, mainly the Caret package [8] with different algorithms 
was used. 

A. Parameter Settings 
To determine the best possible parameters, models were 

created for 10 to 20 previously randomly selected spare parts 
and the respective results compared. Through this reduction, 
the calculation time could be minimized. However, with a 
more powerful production system, integration into the actual 
modelling process would be desirable. Finally, the following 
steps for parameter determination were carried out – here 
exemplified at the k-fold cross validation: 

1. Definition of the possible values for the tuning 
parameters. 

2. Execution of the modelling process including 
resampling of the data and prediction of the 
respective spare parts using the test data. 

3. Creation of an evaluation matrix for all results 
meaning that the results of the respective 
predictions have been collected in a confusion 
matrix and the sensitivities have been read out. 

4. Determination of the final tuning parameters by 
ordering the sensitivities in descending order of 
magnitude and frequency. 

B. Naive Bayes vs. GBM and C5.0 
After the initial experiments, it turned out that the 

generated data sets with binary target classes using Naive 
Bayes provided the best results so far. In this series of 
experiments, tree-based models, such as Gradient Boosting 
Trees (GBM) [12] or C5.0 Trees were tested. GBM should 
hereby maximize the Receiver Operating Characteristic 
(ROC), while C5.0 used a cost function to try and improve 
the results by increasing the cost of incorrect predictions. 

100Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-681-1

DATA ANALYTICS 2018 : The Seventh International Conference on Data Analytics

                         111 / 165



Furthermore, it should be noted that only parts that were 
used more than 1000 times were evaluated, resulting in 84 
models. Added to this is the restriction to defects that 
occurred more than 50 times. Finally, after some 
experiments a split ratio of 75:25 was calculated as the mean 
of the previous experiments. 

C. Gradient Boosting Trees 
With the aforementioned experiment, we found that 

Gradient Boosting Trees in our context enable the better 
models, which is why they were used as a priority thereafter. 
Added to this was the described determination of optimal 
parameters, which should further improve the results. Here 
are some of the parameters and options used in the Caret 
Package: 

• Scaling and centering of the data 
• Repeated k-fold cross validation with 5 folds 

and 2 repeats 
• Between 400 and 500 trees at a depth of 7 

However, at this time it was first noticed that the most 
prevalent shortage, which accounts for more than one-third 
of the data, is for maintenance and remanufacturing only 
and, therefore, does not represent a defect. For this reason, 
these samples did not contribute to the determination of the 
target class and were therefore not considered. The 
remaining shortcomings and materials have now been 
assumed to occur at least 100 times, ultimately using just 
over 200,000 samples and creating 788 models. 

D. Gradient Boosting Trees without the two most common 
defects 
In this experiment, only models were created using 

Gradient Boosting Trees. However, only those records were 
used that do not represent the two most common 
shortcomings "Z1111" and "Z9999". In addition, both the 
respective defects and the target class should total at least 50 
times in the data, leaving 231,363 lines remaining. Following 
this, binary training and test data with a ratio of 75:25 were 
generated for each of the 1110 spare parts. In the modelling 
itself, the following parameters were used: 

• Preprocessing: 
o Center and scale 
o Principal Component Analysis  

• Train Control: 
o Repeated cross validation with 6 folds 

and no repetition 
• Grid Settings: 

o 700 trees with a depth of 13 
o Shrinkage of 0.1 

It should be noted at this point that this experiment was 
performed once with and once without the information of the 
work process. This is because the usage probability used so 
far includes this, while in the future it will work without this 
information. The tests carried out thus permit estimates of 
the quality of the individual models in both cases. 

VI. EVALUATION 
After the experiments presented in the previous section 

and the training of different models for the classification of 
spare parts, the criteria for determining the model quality and 
the performance are explained below. Afterwards, the results 
are presented and conclusions drawn for future applications. 

A. Underlying Criteria  
In principle, the probability of using spare parts already 

implemented sets the standard for all new processes. 
Furthermore, it is especially important for companies to 
recognize the cases in which a spare part is really needed. 
This means that it is far less dramatic to get a material out of 
the warehouse for repair or to order and then not need it, as if 
the vehicle is already in the workshop and it is found that 
parts are missing. On the one hand, one can conclude that 
some of the known quality measures should be weighted 
more heavily than others, on the other hand, the relevant 
measures for the used probabilities must be calculated. The 
latter is relatively easy since it already covers or predicts the 
positive cases. This also coincides with the requirement to 
determine really needed parts. 

Thus, the evaluation strategy is quite simple: For the 
predictive algorithms, the known criteria listed below are 
used, with the ultimate focus being on sensitivity and the 
possible comparison with the probabilities. For these 
measurements, a 2x2 confusion matrix is first calculated, 
which makes it possible to compare the actual classes to test 
data predicted with the respective model. This simple matrix 
is usable because the data has been converted into binary sets 
as described. From this, mainly criteria like sensitivity, 
accuracy and others were calculated [13]. 

Although other measures such as False Positive Rate or 
Positive Predictive Value have been calculated, they will not 
be listed here due to the lack of relevance to the results.  

B. Results 
Despite the poor accuracy of 20 to 30% achieved in first 

experiments with Naive Bayes, this algorithm is used again 
and again as a comparison. Looking at the average values for 
sensitivity, specificity and accuracy (see Fig. 2), the three 
algorithms compared here seem to work similarly well. 
Furthermore, it can be seen that the optimization towards the 
spare parts actually needed has an effect and, therefore, the 

Figure 2. Average modelling results by criteria 
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Figure 3.  Results from ten randomly selected models created with GBM 

true positive rate (TPR) is higher than the other values. The 
Gradient Boosting Trees, with the two most common defects 
removed, are an exception. With more than 90% on all 
criteria they provide very good results. Comparing these with 
the average sensitivity of the currently implemented 
probability reveals its seemingly blatant weaknesses. This 
also confirms the assumption that the modeling techniques of 
predictive analytics should provide better results. However, 
this diagram does not disclose some important information. 
First and foremost, only the average of the respective quality 
measure is indicated across all models and thus across all 
spare parts. This means that outliers, i.e., binary models for 
the respective spare parts that deliver bad classifications, are 
not recognizable in Section V (D). Another important point 
is that the probability is not calculated in all cases, which 
makes a scientifically sound comparison almost impossible. 
This is because the function may have been disabled due to 
other deficiency evaluations or set calculation limits. 
Nonetheless, these benchmarks can be seen as indicative, 
suggesting that better ways could be found to provide 
automatic suggestions for replacement parts to be installed in 
the event of vehicle defects. 

VII. CONCLUSIONS 
First, it must be noted that despite the problems during 

the experiments, it is in principle possible to predict the 
required spare part with predictive analytics in case of a 
defect in a vehicle. Based on the underlying criteria, this also 
worked better than the currently implemented probability.  

However, in order to make an actual recommendation 
and to be able to compensate for variations in the quality of 
the forecast, a few points should be noted. First, care should 
be taken to improve the quality of the data. For this purpose, 
it would be useful to standardize the basic vehicle data across 
all companies using the software and at least to explain the 
information of the vehicle registration certificate to 
mandatory information. Furthermore, a uniform catalog of 
shortcomings should be drawn up in cooperation with the 
customer in order to avoid, for example, different 
granularities in case of defects. This would allow more 
attributes or even more databases from multiple customers to 
be used to create the models, which should allow them to be 
more accurate and less subject to fluctuations. Whether 
Gradient Boosting Trees still deliver the best results after 
that will have to be reevaluated. However, it may also be 
beneficial to use the probability calculation to validate the 

results of the models if the results are not too bad, which 
would be the case for accuracies of less than 60%. 

These improvements will be addressed in future activities 
in this area and an integrated service in the cloud for 
companies in public transportation will be created, which 
then stores information about the work processes in case of 
emerging defects and can create models on the common 
data. Then, it should also be able to answer inquiries about 
new processes and make suggestions or make predictions 
about spare parts. This work has thus paved the way for far-
reaching improvements to the repair of utility vehicles. 
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Abstract - For a long time, the shipping industry has relied on
Noon Reports to extract the main parameters required to
define both the ship’s performance and fuel consumption,
despite the fact that these reports have low sampling frequency
(approx. 24 hours. Nowadays, satellite communications,
telemetries, data collection, and analytics are making possible
to treat a fleet of ships as a single unit. Thus, the shipping
industry is definitely part of the information business. In the
current work, we present a qualitative and quantitative
comparison between the models developed from historical
trends that are extracted from Noon Reports and the
Continuous Monitoring System. The analysis is based on
parameters that are reported by both data sources. While
effort has been made in order to quantify variances due to the
different sampling rate, our main focus was on quantification
of uncertainty and the resulted confidence interval in order to
clarify the potential and limitations of the resulting predictive
models. The paper aims to contribute to the areas of tools and
mechanisms of data analytics, in the specific area of maritime
intelligence.

Keywords - Continuous Monitoring; Noon Report; Performance

Assessment; Trim Assessment.

I. INTRODUCTION

Today’s ships are equipped with numerous sensors and
advanced systems which help to operate vessels more
efficiently. Any decision making inside a shipping company
must be based on accurate and verifiable data and not just
on feelings, instincts, or intuition. Managing a fleet of
vessels involves complex processes. The ability to utilize
data to obtain actionable knowledge, predictions and
insights allows for continuous process improvements and
optimal performance throughout the lifetime of assets.

The ability to manage all data and information from
different systems onboard in a safe and efficient manner
enables a new level of possibility to analyze and monitor
situations, critical operations and adverse conditions as well
as to increase performance awareness. Integration of
performance indicators across systems is vital for getting the
full overview of actual asset operation. Aggregation of
lower level performance indicators into top-level Key
Performance Indicators (KPIs) is a proven approach to
performance management as the condition and operation of
sub-systems is crucial for the total system operational
predictability and the need for maintenance. Knowing how
the vessel and its systems perform in real operation is a
cornerstone for optimizing the fuel efficiency and technical
maintenance of the vessel and its systems.

Aldous [1] provides a comprehensive review of the
recent developments in performance monitoring based on
data derived either by Noon Reports or by Continuous
Monitoring System. In this work, an extensive review of
the models, namely theoretical, statistical and hybrid used in
ship performance assessment is provided. Additionally, the
author refers to eight categories of application of ship
performance models: i) Operational real-time optimization
(e.g Armstrong [2], Psaraftis & Kontovas [3]), ii)
Maintenance trigger (e.g. Walker & Atkins [4]), iii)
Evaluating technological interventions (e.g. Stulgis [5]), iv)
Operational delivery plan optimization (e.g. Rakke et al.
[6]), v) Fault analysis (e.g. Spandonidis & Giordamlis [7],
Djeziri et al. [8]), vi) Charter party analysis, vii) Vessel
benchmarking (e.g. Bazari [9]) and viii) Inform policy (e.g.
Smith et al. [10]). In that framework, Aldous et al. [11]
provide a method for quantifying the uncertainty in reported
fuel consumption between two months and one year’s worth
of data from 89 ships. The subsequently calculated
confidence is then compared to the uncertainty in the data
acquired from an onboard continuous monitoring system.
Furthermore, ISO [12] describes the uncertainty entered into
the measurement from various sources as well as proposes a
data handling methodology. Nevertheless, utilizing data
from ships in order to support the decision-making process
of shipping companies, and to provide insight for cost-
efficient operations, is not a new idea. This has been
previously mentioned as part of traditional methods based
on Noon Reports data, which are quite popular within the
marine industry.

In the current work, we take the first step towards
quantifying the statistical trustworthiness of different
methods of data collection, as obtained by Noon Reports
(NR) and from LAROS Continuous Monitoring System (L-
CMS). Our aim is to examine the capabilities of each
method to provide reliable input in performance
assessments, by presenting a case study based on real
obtained datasets from NR and L-CMS.

The rest of the paper is structured as follows. In
Section II, we present briefly the basic architecture of the
LAROS Continuous Monitoring System. In Section III,
verification, validation, and software modules of the L-CMS
platform are presented. Test results and corrective actions
taken are also discussed. In Section IV, we present the
methodology used in the current work for the quantification
of performance based on a standard indicator as well as the
tested ship and methods of data acquisition. Statistical
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measures for the quantification of the reliability level of
each method are utilized. A study on how differences in the
frequency of the reporting could affect trim optimization is
also included. Finally, in Section V, we discuss the key
results of the study.

II. SYSTEM DESCRIPTION

For the Continuous Monitoring System, we relied on
LAROS system.

 Smart Collectors are connected using the appropriate
interface to analog or digital signals coming from
different sensors and instruments of the vessel.

 Smart Collectors analyze the signals and calculate
the required parameters. The sampling rate, as well
as the rate of the parameters calculations, can be set
from 100 msec up to 30 minutes.

 Smart Collectors set up a wireless secure network
inside the vessel to transmit the processed data to the
Gateway with a user-defined sampling rate and
ability to maintain and customize them remotely.
The wireless protocol is based on IEEE 802.15.4
MESH (Adams [13]) with additional layers and data
format to cover the requirements of the vessel
environment and increase the network Quality of
Service.

 Through the Gateway, all the measured and
processed parameters are stored in Central Server
(onboard). The Server periodically produces binary
files and compresses them in order to reduce the size
of the data to be sent via normal satellite broadband.

 The compressed files are transmitted through File
Transfer Protocol (FTP) to the HQ database.

 In the data center, there is a service that
decompresses the incoming files and stores the new
measurements in the main database.

TABLE I. INDICATIVE FUNCTIONAL MODULES - SHIPPING

Module Needed signals Connection points

Propeller –
Hull
Performance

Vessel Speed, Shaft
Revolutions per Minute

(RPM), Shaft Power.

Speed log, Torque-
meter- RPM Indicator.

Engine
Performance

Fuel Oil Consumption
(FOC), Power (Specific
Fuel Oil Consumption -

SFOC), Diesel
Generator (DG) Output

Flowmeters [Fuel Oil
(FO) flow], FO temp,

FO density, DG Power
Analyzer

FO
Consumption

FOC, Vessel Speed
through water, Shaft
RPM, Boiler Status

Flowmeters (FO flow),
FO temp, FO density,
Boiler status indicator

On-line
bunkering

Tank level, FO
temperature

Cargo Control
Console, Engine

Control Room (ECR)/
Cargo Control Room

(CCR) Indicators.

Maintenance
managementt

Pressures,
Temperatures, Alarms
from critical systems

Alarm Monitor
System (AMS), ECR

Indicators
Power
management

DG Output, Reefers
Power Consumption

DG/Reefer Power
Analyzers

Environmental
conditions

Wind speed & direction,
Water depth, Ambient

temperature & Pressure

Anemometer, Echo-
Sounder, weather

station

Module Needed signals Connection points

Operational
profile

Ground Speed, Drafts,
Trim, Rudder angle

GPS, strain gage,
Inclinometer

Figure 1. Operational data flow

Table I summarizes the main functionality modules, the
needed signals, and the collection points onboard. In Figure
1, the aggregation of data needed for indicative functional
modules is schematically illustrated.

III. SOFTWARE (SW) SYSTEM TESTING

The test plan followed can be briefly described as
follows:

A. SW Module Verification

In order to verify our results, that is, to ensure that the
code runs correctly given the equations of the model, two
kinds of reliability tests were performed:

a) Evaluation of conservation principles and the
subsequent execution of SW algorithms;

b) Monitoring of the systematic and the statistical error.

B. SW Validation

SW validation should involve comparison of
characteristically obtained results with the same data
obtained by other systems or sensors. However, there was
lack of data during the implementation phase, as the vessel
was at port/berth and main systems were inactive. In
addition, Trim/List sensor was not mounted. To overcome
this difficulty, two different kinds of validation tests were
performed by different testing groups:

a) Regression testing. This represents the evaluation of
data quality in the long term. The crew was instructed to
report daily both LAROS measurements and sensor
measurements of critical systems. Measurements were noted
on regular periods (e.g. every 3 hours). Regression models
(linear) were applied in order to estimate any deviation.

b) Performance testing. Performance testing was done
by performing system and regression testing with a smaller
sampling rate during both transient and steady-state
conditions.
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C. Test results

Testing procedure was performed according to the
initial plan. Minor difficulties faced during the process were
resolved ad hoc. The calculated uncertainties are standard
deviations of the average (e.g. Speed over ground, Torque,
etc.) at a 95% confidence level. The software module
performs very well with a standard deviation of less than
1% in the steady state. Furthermore, for transient state
validation showed the deviation of measured results from
experimental data is less than 2%. This deviation was
judged to be of acceptable level and is mainly caused by the
sampling rate (60 sec) of hardware equipment. During the
test period, based on data measured by the crew, onboard
support engineers identified that main engine’s fuel oil
temperature presented a nonlinearity compared to actual
measurements. Figure 2 presents some samples of the
collected data: The issue resolved upon calibration of the
collector with the appropriate linear function. Table II
summarizes the results of system testing.

Figure 2. Correction factor and offset for the calibration of hardware

TABLE II. RESULTS OF SYSTEM TESTING

Test Case Pass/Fail Deviation

Conservation
Principles

Pass Deviation <0.5%

Statistical error Pass Reproducible averages within
statistical uncertainties

Systemic error Pass Different OS
Different web browser

Steady state Pass N/A

Transient state Pass N/A

IV. METHODOLOGY AND CASE STUDY RESULTS

We focus on a time period of 9 months for the
performance assessment of hull and propeller, targeting
mainly hull fouling degradation. The ship that provided the
data for the comparison study is a 170000 DWT Bulk
Carrier. In a first instance, we choose to use average values
per hour from the L-CMS. The ship sailed about 60.5% of
the considered time.

A. Evaluation based on power deviation

The targeted performance indicator is the increase of
the required power, which affects significantly the ship’s
fuel consumption. The performance indicator is calculated
as (ISO [12]):

%����� �������� =
�������������������

���������
(1)

where Pexpected corresponds to the expected delivered
power needed to maintain a given speed at a specific
loading condition and with no effect from environmental
conditions. For the estimation of the expected power, we use
as a model the reference power – speed curves obtained
from sea trials, corresponding to the ballast and full load
condition. We apply a correction on the power values for
displacement deviation of the actual values from the
reference ones using the Admiralty formula, according to
the next equation:
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����

��(���)
�

� �⁄

(2)

Furthermore, no extrapolation of speed-power curves is
allowed, thus we utilize data only for the speed range of the
trial tests. In addition, we are not considering measurements
that correspond to values of displacement and trim that
deviate more than 5% Δ and 0.5% LBP from the respective
values of the reference conditions. Furthermore, the
performance index presented before is calculated by
filtering data that exceeds various upper bounds of wind
force (e.g. 4 Beaufort Force (BF), 5 BF etc.).

Different data acquisition methods are available for
carrying out the assessment. The first is based on NR filled
out by the crew on a daily basis and the second one relies on
the L-CMS, in which several reporting frequencies have
been examined (hourly, 15 and 5 min). We test the
capability of the trend prediction over time using the 2
methods. The key idea for this comparison study is to use a
fraction of the available information as hindcast data and the
remaining period to play the role of the forecast period. The
first three months are used as the hindcast period. The
forecast trend is calculated based on hindcast (or trained)
data using a linear regression model. The actual trend is
calculated by the known data of the “forecast” period using
the same model. In the framework of this study, we assume
that the linear regression model is capable of providing the
trend, as we focus on the comparison between the 2
methods.

Figure 3 shows the results when an upper bound of
wind force of 5 BF is applied. In order to quantify the
comparison between the actual and the forecast trend, we
calculate the standard error of the estimate for the “forecast”
period and we average over the whole wind force range
(Figure 4). In this graph, we have also included the
respective values of the various reporting periods. As
expected, the frequent periods result in smaller estimate
errors for the forecasting period.
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Figure 3. Actual and forecast trend for the CMS (upper graph) and NR (lower graph) methods for wind force lower than 5 BF.

Figure 4. Sensitivity of the reporting periods on the average standard error
of the estimate.

B. Trim optimization based on Heickel coefficient

Trim is defined as the difference between the draughts
at ship’s aft and forward, with positive trim to the aft. Being
one of the usual methods for improving ship performance
and energy efficiency optimization, trim optimization refers
to minimization of the required power at vessel specific
displacement and specific speed, thus reducing the hull
resistance and/or increasing the total propulsive efficiency.
Normally, the procedure demands dedicated model tests
and/or computational fluid dynamics (CFD) modeling [14].
Next, we are using a traditional and reliable measure for the
assessment of the hull and propulsion efficiency, such as the
well-known Heickel coefficient that reflects the
hydrodynamic efficiency of ship’s hull form [15] in order to

evaluate the ability to optimize the trim based on L-CMS
and NR data. Heickel coefficient is defined as:

������� ����. = � ∙ �
√�

�
�

� �⁄

(3)

where Δ is the displacement, P the engine power, and V 
the ship’s speed. Figure 5 illustrates Heickel coefficient
propagation for the 9-month period under evaluation.

Figure 5. Heickel Coefficient propagation for L-CMS (up) and NR
(down) data.

In general, the Heickel coefficient is operational speed
and displacement dependent. In order to overcome this
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dependence, we evaluate the coefficient against the Froude
number given by the equation:

�� =
�

��∙��
(4)

where g is the gravity acceleration and Lw is the ship’s
waterline length. Figures 6 and 7 illustrate the contour plots
for Heickel coefficient with respect to Froude number and
trim distributions for ballast and full load condition,
respectively. The same filters and operational conditions
were used for both cases (L-CMS and NR). Visual
evaluation of the plots produced by L-CMS data (up) and
NR data (down) prove that the limited number of sampling
point from the latter make it almost impossible to produce
any constructive result. In contrast, the plurality of data
acquired from the former gives a good navigation map for
delicate trim optimization. As shown, Heickel coefficient is
directly related to trim, hence optimal trim with respect to
the Froude number should be selected in order to reduce
ship resistance.

Figure 6. Heickel coefficient distribution vs Froude number and trim for
ballast condition. L-CMS (up) and NR (down) data.

Figure 7. Heickel coefficient distribution vs Froude number and trim for
full load condition. L-CMS (up) and NR (down) data.

Figure 8. Heickel coefficient distribution vs Froude number and trim for
ballast (up) and full loading (down) condition for wind force below 2 BF.
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TABLE III. INDICATIVE FUEL GAIN

Loading
condition

Froude
Number

Fuel
reduction

Potential profit ($) for
20 days trip

Ballast 0.12 1.3% 4.400

Ballast 0.1 2.6% 8.800

Full load 0.105 4% 16.600

Full load 0.1 3.4% 14.000

Working in that direction and based on L-CMS data,
we evaluated the potential gain of trim optimization for
specific operational conditions. Thus, we considered only
data for wind force below 2 BF and Froude number between
0.09 and 0.125, which proved to be the normal value limits
for normal operation. Figure 8 illustrates the contour plots
for trim values with respect to Heickel coefficient and
Froude number distribution for ballast (up) and full load
(down) conditions. As shown in both cases and for Froude
number close to 0.105, a correction to the trim value of the
order of half a meter may result in a 4% reduction of fuel
consumption. Table III presents some indicative results for
the estimation of fuel and cost reduction on the assumption
of half meter trim correction from ordered trim.

V. CONCLUSION AND FUTURE WORK

A step towards the assessment of the trustworthiness
level of different data collection methods used in
performance assessments was presented. For the current
work, we restricted our efforts only to parameters that are
reported by both sources: Noon Reports and LAROS
Continuous Monitoring System. Power increase (%) was
used as an evaluated performance indicator, while a trim
assessment study was also carried out. Special attention was
given to the quantification of our comparison study and
especially to the frequency of the reporting period by
examining the capability of prediction potential through the
standard error of the estimate in each case.

The results indicated that NR data provide less
statistically reliable data than the L-CMS. Of course, this
depends also on the quality of the NR, which according to
our analysis, in this specific case was quite sufficient. It is
also derived that the high-frequency data of the L-CMS
method provide a more detailed insight, as shown in the
trim assessment study.

A logical next step in our research would be the
systematic evaluation of the impact of the sampling rate on
energy/emissions efficiency and key performance
indicators, as well as of the learning procedure of predictive
algorithms.
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Abstract—Predicting residential burglary can benefit from un-
derstanding human movement patterns within an urban area.
Typically, these movements occur along street networks. To take
the characteristics of such networks into account, one can use two
measures in the analysis: betweenness and closeness. The former
measures the popularity of a particular street segment, while
the latter measures the average shortest path length from one
node to every other node in the network. In this paper, we study
the influence of the city street network on residential burglary
by including these measures in our analysis. We show that the
measures of the street network help in predicting residential
burglary exposing that there is a relationship between conceptions
in urban design and crime.

Keywords–predictive analytics; forecasting; street network; be-
tweenness centrality; closeness centrality; residential burglary

I. INTRODUCTION

Residential burglary is a crime with high impact for
victims. Substantial academic research has accordingly been
dedicated to understanding the process of residential burglary
in order to prevent future burglaries. In this attempt, several
studies have focused on the role of the urban configuration
in shaping crime patterns; this is regarded as one of the
fundamental issues in environmental criminology, e.g., [1].

According to [2], environmental criminology is based on
three premises. The first premise states that the nature of the
immediate environment directly influences criminal behavior,
thus a crime is not only reliant on criminogenic individuals,
but also on criminogenic elements in the surroundings of a
crime. The second premise states that crime is non-randomly
distributed in time and space, meaning that crime is always
concentrated around opportunities which occur on different
moments in a day or week, or different places in a given
geographical area. The third premise argues that understanding
the criminogenic factors within a targeted environment, and
capturing patterns and particular characteristics of that area,
can reduce the number of crimes within that area.

Understanding human movement patterns within an urban
area is essential for determining crime patterns [3]. These
movements occur along a street network consisting of roads
and intersections. Throughout the city street network, various
places are connected, allowing transportation from one point to
the next. Within the network, a street segment can be described
as the road, or edge, linking two intersections, or nodes. In
their study, [4] found that crime is tightly concentrated around
crime hotspots that are located at specific points within the
urban area. The urban configuration influences where these
hotspots are located, suggesting that it is possible to deal with

a large proportion of crime by focusing on relatively small
areas. They found that crime hotspots are characterized by
being stable over time, and that the hotspots are influenced by
social and contextual characteristics of a specific geographical
location. To be able to understand and prevent crime, it is
important to examine these very small geographic areas, often
as small as addresses of street segments, within the urban area.
In an analysis of crime at street segment level, [5] reveal that
crime trends at specific street segments were responsible for
the overall observed trend in the city, emphasizing the need
for understanding the development of crime at street segment
level.

In urban studies, betweenness is a measure used to de-
termine popularity or usage potential of a particular street
segment for the travel movements made by the resident or
ambient population through a street network [6], [7]. In crimi-
nology, betweenness represents the collective awareness spaces
developed by people, including offenders, during the course
of their routine activities. This metric provides a means to
represent concepts, such as offender awareness, in empirical
analysis [8]. Several studies have been conducted to uncover
the effects of betweenness on crime. [8] investigated whether
street segments that have a higher user potential measured by
the network metric betweenness, have a higher risk of burglary.
Also included in their research was the geometry of street
segments via a measure of their linearity and different social-
demographic covariates. They concluded that betweenness is
a highly significant covariate when predicting burglaries at
street segment level. In another study conducted by [9], a
mathematical model of crime was presented that took the street
network into account. The results of this study also show an
evident effect of the street network.

In this research, we examine for small urban areas (4-digit
postal codes: PC4) what the influence of the city street network
is on residential burglary by applying betweenness as well
as another centrality measure, closeness. These two centrality
measures give different indications of the accessibility of an
area and we study whether a more accessible area has a higher
risk of residential burglary compared to a less accessible area.
For comparison, we consider the same areas defined in our
previous research [10]. In this earlier study, we predicted
residential burglaries within different postal code areas for
the district of Amsterdam-West. We extend the model of our
earlier research by including the centrality measures closeness
and betweenness as explanatory variables. Furthermore, we
investigate which of the two centrality measures gives better
outcomes, closeness or betweenness.

This paper is organized as follows. Section II describes
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the dataset and the data analysis. Section III provides the
methodological framework of this research. The results of the
analysis are discussed in Section IV. In Section V, conclusions
and recommendations for further research are presented.

II. DATA

The data used for this research is collected from three
different data sources. The first dataset is provided by the
Dutch Police and ranges from the first of January 2009 to
30 April 2014. The original dataset includes all recorded
incidents of residential burglaries in the city of Amsterdam
recorded at a monthly level and grouped into grids of 125
× 125 meters resulting in 94,224 records. Next to residential
burglary, the dataset includes a wide range of covariates. These
covariates provide information on the geographic information
of the grid such as the number of Educational Institutions
(EI) in the grid. In addition to these covariates, the data
includes also spatial-temporal indicators of the following crime
types: violation, mugging, and robbery. These spatial-temporal
indicators measure the number of times a crime type happened
within a given grid cell for a given time lag. The second
dataset is obtained from the Statistics Netherlands (CBS) and
includes various demographic and socio-economic covariates
such as the average monthly income. This data is provided on
a six alphanumeric postal code level where the first two digits
indicate a region and a city, the second two digits indicate a
neighborhood and the last two letters indicate a range of house
numbers usually a street or a segment of a street. The third
dataset is an internal dataset containing different centrality
measures calculated on the street network of Amsterdam.

As this research focuses on explaining and predicting
residential burglaries at the four-digit postal code level (PC4),
the data should be aggregated at this level. Before aggregating
the data we perform some pre-processing steps. First, we
check the crime records for missing postal codes: if the postal
code is missing then all linked data from CBS and the street
network will be missing. We observed that 309 of the total
1,812 grid cells had a missing postal code (PC6). Some of
these grid cells (34) were subsequently updated manually;
other grid cells referred to industrial areas, bodies of water,
railroads, grasslands, and highways. As a double check, we
also confirmed whether there were residential burglaries in
the remaining grid cells with missing postal codes; in our
case, there were indeed none. These grid cells were further
removed from the dataset and the data were aggregated based
on PC4 conditioning on the district as some postal codes
(PC4) can cover different police districts. Discrete covariates
were aggregated by taking the sum of the covariate on all
PC6. For continuous covariates, this was done by taking the
average on all PC6. Exploring the data is done in a similar
way as discussed in [10], where an extensive data analysis
is applied to the crime data and the CBS data. To analyze
this data we extend the final set of covariates by the different
centrality measures and repeat the same step again. The dataset
was assessed for outliers and collinearity. The presence of
outliers was graphically assessed by the Cleveland dot plot
and analytically by the Local Outlier Factor (LOF) with 10
neighbors and a threshold of 1.3. Results of this analysis show
that the training data exhibits a percentage of outliers of 7.6.
The majority of these occurred in December and January. Due
to the high percentage of outliers in the training set, we decided
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Figure 1. Boxplot of the number of burglaries conditional on the postal code
indicating heterogeneity of variance in the number of burglaries within the

different postal codes.

to apply the analysis initially without outliers then apply the
analysis with the outliers.

The collinearity was assessed by the calculating the vari-
ance inflation factor values (VIF) that measures the amount by
which the variance of a parameter estimator is increased due to
collinearity with other covariates rather than being orthogonal,
e.g., [11]. A VIF threshold of 2 is used to assess collinearity
[10]. This analysis results in the following set of covariates:
the temporal covariate MONTH; the number of educational
institutions (sEI), the number of restaurants (sRET), percentage
of single-person households (aSH), the number of persons that
generate income (sNPI), the total observed mugging incidents
in the grid and its direct neighborhood in the last three months
(sMuGL3M) and finally, the average monthly income (aAMI).

Furthermore, the relationship between residential burglaries
and the categorical covariates was assessed using conditional
box plots. Results show a temporal monthly effect and a spatial
postal code effect on the burglaries. The effect of the postal
codes on the burglaries is illustrated in Figure 1 where a clear
difference in the mean and in the variance of the monthly
number of burglaries is observed between the different postal
codes.

III. METHODOLOGY

A. Centrality measures

Before discussing the centrality measures, we first need to
introduce some important concepts of graph theory. A network
represented mathematically by a graph is defined as a finite
non-empty set V of vertices connected by edges E. A graph
is usually written as G = (V,E) where V is the set of vertices
and E represents the set of edges where the number of vertices
in G is called the order and the number of its edges is called
the size. Two vertices u and v are said to be adjacent if there
is an edge that links them together. In this case, u and v are
also neighbors of each other. If two edges share one vertex
then these edges are called adjacent edges. Using this concept
of adjacency between all vertices represented in a matrix form
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results in an adjacency matrix that summarizes all information
describing a network.

Another concept for understanding centrality measures is
the one of paths and shortest paths. Informally, a path is a
way of traveling along edges from vertex u to vertex v without
repeating any vertices [12]. Formally, a path P in a graph G
is a subgraph of G whose vertices form an ordered sequence,
such that every consecutive pair of vertices is connected by
an edge. A path P is called an u− v path in G if P = (u =
x0, x1, . . . , xj = v) s.t. x0x1, x1x2, . . . , xj−1xj are all edges
of P . The number of edges in a path is called its length. The
path u−v with the minimum length is called the shortest path
between u and v.

In the context of our analysis, a vertex represents an inter-
section between streets and an edge is a transport infrastructure
supporting movements between the two intersections.

Paths can be considered as the key elements in defining
centrality measures. In a transportation network, these central-
ity measures describe the flow of traffic on each particular
edge of the network identifying the most important vertices in
it. Some of these centrality measures that we will use in this
paper are the closeness (CC) centrality and the betweenness
centrality (BC).

Closeness is a very simple centrality measure to calculate.
It is a geometric measure where the importance of a vertex
depends on how many nodes exist at every distance. Closeness
centrality can be defined as the average of the shortest path
length from one node to every other node in the network and
is given by:

CC(ν) =
1∑

d(u,ν)<∞ d(u, ν)
, (1)

where d(u, ν) is the distance between u and ν. Informally,
closeness centrality measures how long it will take to spread
information from node ν to all other nodes in the network and
it is used to identify influential nodes in the network.

The closeness of an edge u−v can be calculated by taking
the average closeness values of the nodes u and v.

The betweenness centrality BC is a path-based measure
that can be used to identify highly influential nodes in the
flow through the network. Given a specific node ν, the intuition
behind betweenness is to measure the probability that a random
shortest path will pass through ν. Formally, the betweenness of
node ν, BC(ν) is the percentage of shortest paths that include
ν and can be calculated as follows:

BC(ν) =
∑

u6=w 6=ν∈V

σu,w(ν)

σu,w
, (2)

where σu,w is the total number of shortest paths between node
u and w. And σu,w(ν) is the total number of shortest paths
between node u and w that pass through ν. The betweenness
of an edge e can be regarded as the degree to which an edge
makes other connections possible and can be calculated in the
same way by replacing the node ν by an edge e. An edge with
high betweenness value forms an important bridge within the
network. Removing this edge will severely hamper the flow
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Figure 2. Illustration of high node (edge) betweenness and closeness.

of the network as it partitions the network into two large
subnetworks.

High betweenness or closeness values indicate that a vertex
or an edge can reach other vertices or edges, respectively, on
relatively short paths. An example of a network is illustrated
in Figure 2. In this example, node 3 has the highest closeness
and node 4 the highest betweenness. The edge connecting the
nodes 3 and 9 has the highest closeness within this network.
This edge has also the highest betweenness together with the
edge connecting the nodes 3 and 4.

In practice, it is almost impossible to calculate the exact
betweenness or closeness scores. To make the calculations
feasible, one can set a cut-off distance d and allow only paths
that are at distances shorter or equal to d.

B. GAMM including centrality measures

In our paper [10], we used generalized additive mixed-
effect models with different structures of the random compo-
nent and showed that the one-way nested model with postal
code as a random intercept has the optimal structure of the ran-
dom component. Further, we showed that using the population
as offset captures the most variation in the data. Moreover, the
covariates month and the average monthly income seem to
be the most important predictors for the number of burglaries
within postal codes. In this paper, the optimal model discussed
in [10] will be extended by two different centrality measures
as covariates. We assess the effect of these centrality measures
on explaining and forecasting the number of burglaries within
the postal code. This model is given by:

yi,t ∼ Poisson(µi,t),

µi,t = exp(basei,t +CMi + ai),

ai ∼ N(0, σ2
PC4),

(3)

where ai is a random intercept for the postal code and
CMi represents the closeness CCi or the betweenness BCi.
The basei,t is given by:

basei,t =1 + sEIi + sRETi + aSHi + sNPIi +

sMugL3Mi,t + f1(aAMIi) + f2(Montht).
(4)
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Figure 3. Betweenness of the street segments in Amsterdam West. The
betweenness is calculated using the average speed on the street segment and

a time threshold of four minutes.

The models were fitted using the Laplace approximate
maximum likelihood [13]. This allows comparing the models
based on the Akaike Information Criterion (AIC). All analyses
were conducted using the gamm4 package [14].

To assess the predictive performance of the models, the
Root Mean Squared Error (RMSE) is calculated for an out-of-
sample test. If yi,t denotes the realization in postal code i and
in month t, and ŷi,t denotes the forecast in the same postal
code and in the same month, then the forecast error is given
by ei,t = yi,t − ŷi,t and the RMSE is given by:

RMSE =

√√√√ 1

NT

N∑
i=1

T∑
t=1

e2i,t. (5)

IV. RESULTS

In this section, we first present the results of the centrality
measures. Then, we will discuss the results of the model
including these centrality measures as covariates.

As discussed in Section III-A, in practice it is computa-
tionally very expensive to calculate the exact betweenness and
closeness scores. In general, these can be estimated by setting
up a buffer zone using a cut-off distance d and calculating
these centrality measures by considering only the paths at a
shorter length than d. Using historical data, the average speed
per street segment was calculated and five different time cut-
offs were used. Segments that are reachable within one to five
minutes are used to calculate the centrality measures. Note that
these averages make sense because the centrality measures are
calculated for the whole city and not for each area separately.

The betweenness and the closeness on the street segment
level using a cut-off of four minutes are illustrated in Figure 3
and Figure 4, respectively. The corresponding average
betweenness and closeness per area are illustrated in Figure 5
and Figure 6, respectively. Figures 3 and 4 show a wide red
road running from top to bottom. This road corresponds with

Figure 4. Closeness of the street segments in Amsterdam West. The
closeness is calculated using the average speed on the street segment and a

time threshold of four minutes.

the A10, which is the ring road of Amsterdam. Figure 3 also
shows that the roads with high betweenness correspond to the
main access roads within this district. Figure 4 reveals that
the roads within the areas situated on the right-hand side of
the A10 have a higher closeness in general. This part of the
city was built mainly before the Second World War [15] and
has a higher density due to enclosed building blocks creating
a more finely meshed network of roads when compared to the
left-hand side of the ring road. This part was built after the
Second World War and is characterized by a lower density
due to more open building blocks with an emphasis on more
green areas and better enclosure of the residential area via
main access roads. The blank areas in the district correspond
with green areas, such as parks, lakes and agricultural land.

Adding a centrality measure to the GAMM model results
in a better prediction based on the RMSE. The RMSE of
the GAMM model without centrality measure was about
4.5519 and as can be seen from Table I, extending the model
with the betweenness or the closeness results in a generally
lower RMSE. It is noteworthy that the closeness leads to
better predictions when using lower thresholds (lower or equal
3 min); see Figures 7 and 8. If the threshold is four minutes
or higher including the betweenness in the model results in
better predictions. This can be explained by the average time
an offender might need to flee from the scene of the crime
on a residential street to the nearest main access road. In this
case, the closeness describes the number of different routes the
offender can take during his flight. Within 4 or 5 minutes, the
offender can be traveling on the main access road in order to
create as much distance as possible from the crime scene.

The results in the area with the postal code 1067 differ from
the other areas. Including the closeness and betweenness does
not improve the model, the error on the other hand increased.
Taking a closer look at this area revealed that this area mainly
consists of green areas with few roads. With less alternative
routes available, the closeness gives a higher error.

When looking at the other areas, it is possible to say that the
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Figure 5. Average betweenness per postal code.

Figure 6. Average closeness per postal code using a threshold of four
minutes.

building density influences the effectiveness of the centrality
measures on the models. In areas with a lower density, the
centrality measures have almost no influence on the outcomes,
whereas in the urban areas with a high building density adding
the centrality measures to the model improves the outcomes
of the model.

Most studies use betweenness as a centrality measure,
however, these studies focus on social networks. Given our
results, we believe that the closeness is a better centrality
measure for modeling crime based on small geographic areas.
However, as shown there is a difference in effectiveness of this
centrality measure related to the building density of the area.

Table I. ROOT MEAN SQUARED ERROR (RMSE) VALUES FROM FITTING
THE GAMM MODEL WITH CLOSENESS AND BETWEENNESS USING

DIFFERENT THRESHOLDS.

Model 1 min 2 min 3 min 4 min 5 min
GAMM + CC 4.5297 4.5323 4.5366 5.5437 4.5478
GAMM + BC 4.5562 4.5497 4.5405 4.5279 4.5326
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Figure 7. RMSE per PC4 base on an out-of-sample for the GAMM model,
the GAMM + CC and the GAMM + BC using a threshold of 1 minute.
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Figure 8. RMSE per PC4 base on an out-of-sample for the GAMM model,
the GAMM + CC and the GAMM + BC using a threshold of 4 minutes.

V. CONCLUSION AND FUTURE WORK

During this research, we have tried to determine the influ-
ence of accessibility of the street network within small urban
areas on residential burglary by applying the centrality mea-
sures closeness and betweenness. We have found that adding
the centrality measures as a variable to our model has improved
the performance of this model as can be concluded from the
lower RMSE. Furthermorem we have shown that there is a
relation between the different conceptions in urban design
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over time and residential burglary. Our results show that the
pre-world War II neighborhoods suffer from more residential
burglary than the neighborhoods built after the Second World
War. Also, differences in the performance of the two centrality
measures were found. Closeness as a centrality measure gives
better predictions when taking into consideration a threshold
smaller than 4 minutes. If the threshold is 4 minutes or larger,
the betweenness gives better predictions. We can also conclude
that the centrality measures perform better when applied to
geographic areas with a high density, for example, a city center.

Our study has shown that there is a relationship between the
conceptions in urban design and crime. Neighborhoods built
under a certain conception of urban design tend to have a
higher risk of residential burglary, which can be explained by
how the public space is designed. Further research is necessary
to confirm this hypothesis.
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Abstract—This paper develops a model to determine the optimal
number of taxis in a city by examining the trade-off between
the overall profitability of the taxi service versus the customer
satisfaction. We provide a data analytic investigation of taxi trips
in New York City. We model the taxi service strategy by a fleet
management model that can handle arrivals and deterministic
travel times. Under this model, we examine the number of taxis
in a particular period of time and measure the maximum profit in
the overall system and the minimum number of rejected customer
requests. We observe that the maximum profit of the overall
system can be reduced significantly due to reducing the cost of
driving without passenger(s). We present a case study with New
York City Taxi data with several experimental evaluations of
our model with a different period of time during the day and
also with a realistic and a heuristic model. The results provide
a better understanding of the requirement to satisfy the demand
in a different period of time. These data may have important
implications in the field of self-driving vehicles in the near future.

Keywords–New York taxi service; revenue optimization; optimal
routing; linear programming; min-cost network flow problem.

I. INTRODUCTION

Taxis are an essential component of the transportation
system in most urban centers. The ability to optimize the
efficiency of routing represents an opportunity to increase
revenues for taxi services. Vacant taxis on the road waste
fuel, represent uncompensated time for the taxi drivers, and
create unnecessary carbon emissions while also generating
additional traffic in the city. In the not-too-distant future,
fully autonomous vehicles will be the norm rather than the
exception. Taxis could eventually work together to satisfy the
demand of the customers versus compete against each other
to make revenue individually. This can reduce the amount of
traffic on the road and the overall fuel cost significantly. Based
on these ideas, creating a model in which all the taxis work
together to satisfy all the customers would be an interesting
endeavor to explore the number of taxis necessary to satisfy
all the demand.

Previous studies have focused on developing recommenda-
tion systems for taxi drivers [1]–[6]. Several studies use the
global positioning system (GPS) to create recommendations
for both the drivers and the passengers to increase profit

margins and reduce seek times [3] [5]–[7]. Ge et al. [8] and
Ziebart et al. [9] gather a variety of information to generate
a behavioral model to improve driving predictions. Ge et
al. [1] and Tseng et al. [10] measure the energy consumption
before finding the next passenger. Castro et al. [7], Altshuler
et al. [11], Chawla et al. [12], Huang et al. [13], and Qian
et al. [14] learn knowledge from taxi data for other types of
recommendation scenarios, such as fast routing, ride-sharing,
or fair recommendations.

In terms of Linear Programming research, Liang et al. [15]
propose a method of automated vehicle operation in taxi
systems that addresses the problem of associating trips to
automated taxis; however, this research paper is based on
a small case study. It does not provide a feasible model.
Roling et al. [16] describe an ongoing research effort pertaining
to the development of a surface traffic automation system
that will help controllers to better coordinate surface traffic
movements related to arrival and departure traffic in airport
traffic planning. Bsaybes et al. [17] developed framework
models and algorithms for managing a fleet of Individual
Public Autonomous Vehicles with a heuristic model.

In this paper, we are confronting the problem within the
context of managing New York City (NYC) taxis to serve
customers who request a ride. We are investigating a realistic
model with 15 km x 15 km grid combined with a demand of
20,000 rides in 30 minutes. We assume the total business time
is equal to the sum of the total occupancy time plus the total
seeking time. Fundamentally, if we can satisfy the ride requests
with deterministic travel times and minimize the seeking time,
this would provide the maximum profit in the overall system.

The deterministic version of this problem is the min-
cost/max-profit integer problem. The linear and integer ver-
sions for the min-cost “multi-commodity-flow” problem have
been studied extensively in [18] and [19]. In this paper, we
also examine both a realistic and a heuristic model to explore
the difference between the two models with real New York
City Taxi data that is provided to the public. Figure 1 shows
that there are consistent patterns in demand between certain
periods of the day and certain days of the week during June
2013.

The paper is structured as follows. In Section II, we analyze
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Figure 1. (a) to (h) display the day of the week in June. (i) displays the first week of June.

the New York Taxi dataset in 2013. This provides the input
for our linear programming model, which is explained in Sec-
tion III. We assess the performance of the linear programming
model in Section IV, where we conduct numerical experiments
with the realistic model and also the heuristic model. Finally,
the paper is concluded in Section V.

II. DATASET

In our research, we are investigating NYC taxi demand
patterns of a particular day of the week. From each ride record,
we use the following fields: pick-up time, pick-up longitude,
pick-up latitude, drop-off time, drop-off longitude, drop-off
latitude, and traveling time. We omit the records containing
missing or erroneous GPS coordinates. Records that represent
trip durations longer than 1 hour and trip distances greater than
100 kilometers are omitted.

We are interested in observing a consistent demand during
a period of a month. According to timeanddate.com [20], only
three days in the month of June recorded a rainfall. We believe
the weather and temperature can be a factor of the demand.
Figure 1 displays the days of the week in June from Sunday
(Figure 1a) to Saturday (Figure 1g), respectively, and also the
first week of June in Figure 1h.

During the weekday, the lowest demand of the day is from
approximately 04:00 to 05:00, and the highest demand is from
approximately 18:00 to 19:00 followed by 08:00 to 08:30
and the 12:00 to 12:30 period. Based on this observation,
we choose the four different time slots, the lowest demand
of the day 04:00-04:30, the morning traffic 08:00-08:30, the

lunch break 12:00-12:30, and the dinner traffic 18:30-19:00.
Table I displays the maximum, the average, the minimum
demand and the coefficient of variation per minute during four
different time periods in June. The coefficient of variation is
consistent especially for Tuesday and Wednesday. Based on
this observation, we choose June 4th, 2013, the first Tuesday
of June as our main focus.

The analysis of the dataset of the New York Taxi service
is focused on the island of the Manhattan area in New York,
USA. This area imposes a rectangular grid of avenues and
streets. We discretized the grid into a 50 × 50 grid, making
each block in the grid approximately 300 meters × 300 meters.
The choice for a block size of 300 meters is based on the
assumption that a taxi can traverse this distance within 1
minute. Due to the calculation time, we also created a heuristic
model with a 10 × 10 grid, making each block in the grid
approximately 1,500 meters × 1,500 meters and a taxi can
traverse this distance within 5 minutes.

The state of a taxi can be described by two parameters:
the current location, which is an element of the set L =
{(1, 1), . . . , (50, 50)} grid and the current time, which comes
from the set T = {1, . . . , 30}. We will denote the system
state in our model as s = ((i, j), t) = (i, j, t), which we will
elaborate on in Section III.

We select June 4th, 2013 as the date to analyze with an
average of 36.47 requests per minute from 04:00-04:30, an
average of 581.37 requests per minute from 08:00 to 08:30,
an average of 472.43 requests per minute from 12:00 to 12:30,
and an average of 661.90 requests per minute from 18:30 to
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TABLE I. THE TOTAL DEMAND PER MINUTE IN JUNE 2013.

Sunday Monday Tuesday Wednesday Thursday Friday Saturday
Max 314 63 56 72 80 116 304

04:00-04:30 Average 233.22 39.22 35 49.21 56.86 83.56 55.95
Min 145 20 18 31 40 53 102

% Coefficient of variation 16.50% 18.75% 19.48% 15.45% 16.41% 11.17% 28.09%
Max 174 588 631 643 679 637 284

08:00-08:30 Average 130.07 516.43 562.88 567.71 575.06 539.53 186.95
Min 80 418 502 506 477 439 134

% Coefficient of variation 14.44% 7.42% 5.51% 5.48% 6.96% 7.42% 7.20%
Max 485 562 551 560 568 570 586

12:00-12:30 Average 435.21 462.97 495.86 502.38 501 489.47 477.51
Min 382 389 419 441 420 432 399

% Coefficient of variation 6.10% 8.33% 5.26% 4.17% 6.90% 7.06% 8.06%
Max 526 686 760 735 739 709 722
Min 380 552 563 559 575 565 497

18:30-19:00 Average 456.81 622.58 654.07 642.47 664.57 637.41 593.03
% Coefficient of variation 7.37% 4.33% 5.56% 5.78% 5.34% 5.57% 7.53%

19:00.

III. LINEAR PROGRAMMING

The deterministic version of the taxi routing problem is by
solving a max-profit integer “multi-commodity-flow” problem
for each time period. These problems tend to get large easily
with the number of possible states and resource types, and their
multi-commodity nature presenting an unwelcome dimension
of complexity. Due to this reason, we present both a realistic
and a heuristic model for comparison.

For notational convenience, we denote (x, y) by i and
denote (x′, y′) by j. We are required to serve every customer
demand. However, if there are not enough vacant taxis within
the same grid, the unsatisfied customer demands are not served.
To handle this, we assume that the unsatisfied demands are lost,
and we take the profit from serving a higher revenue demand
to be the incremental profit from serving the demand with a
taxi.

In [21], we assumed that all taxis take a single time period
to travel and all customers have the same taxi preferences. In
this model, we extend our formulation to cover cases where
there are multi-period travel times. For notational convenience,
we assume that demand at a certain location can be served by
a taxi at the same location at the same time and the demand
can be served by the vacant taxi that is able to arrive at the
same location at the same time. For the rest of the section, we
adopt the terminology that an empty taxi driving toward the
next customer is “seeking”.

A. Parameters of the Linear Programming Model

In this subsection, we state the parameters used in the rest
of the model.

Location – realistic (i, j) ∈ L = {1, . . . , 50} ×
{1, . . . , 50}: the area is divided into a grid of
50× 50 grid cells;

Location – heuristic (i, j) ∈ L = {1, . . . , 10} ×
{1, . . . , 10}: the area is divided into a grid of
10 × 10 grid cells; we implement a smaller grid
compared to the realistic model in order to sim-
plify the calculation process.

Time t ∈ T = {1, . . . , 30}: we use minutes as the
interval of a time slot, and a total of 30 minutes
as time horizon.

• Di,j,t describes the number of demand that need to
be carried from grid cell i to grid cell j at time period
t from the original dataset on June 4th, 2013.

• Si,j,t describes the number of empty taxis moving
from grid cell i to grid cell j at time period t from
the original dataset.

• Ti,j,t describes the traveling time from a taxi moving
from grid cell i to grid cell j. We assume the traveling
time is the same at any period of time t. In the heuristic
model, the traveling time is multiplied by 5 to match
the travel time for both models since the grid size is
also increased by a factor of 5.

• xl
i,j,t describes the number of loaded taxis moving

from grid cell i to grid cell j at time period t.

• xe
i,j,t describes the number of empty taxis moving

from grid cell i to grid cell j at time period t.

• cl
i,j describes the net reward from an occupied taxi

moving from grid cell i to grid cell j. We assume
the profit is the same at any period of time t. In the
heuristic model, the cl

i,j is multiplied by 5 to match
the realistic model.

• ce
i,j describes the cost of a vacant taxi moving empty

from grid cell i to grid cell j. We assume the cost is
the same at any period of time t. (Remark: In order
to simplify the model, the cost is half of the reward
and the heuristic model is multiplied by 5 to match
the realistic model.)

• Ri,t,t′ describes the number of taxis in operation that
are inbound to location i at time period t and will
arrive at location i at time period t

′
.

• R describes the number of taxis in the system.

The deterministic version of the problem we are interested in
can be written as:

max
∑
t∈T

∑
i,j∈L

(−ce
i,jx

e
i,j,t + cl

i,jx
l
i,j,t) (1)
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TABLE II. DEMAND AND SEEKING ON JUNE 4TH, 2013

Realistic (50× 50) Heuristic (10× 10)
Actual # of Demand / Driving Missed Actual # of Demand / Driving Missed

Demand Vehicles # of Vehicles empty demand Demand Vehicles # of Vehicles empty demand
04:00-04:30 1,094 650 1.68 628 10 1,035 600 1.73 240 16
08:00-08:30 17,441 8,000 2.18 5,469 7 15,982 7,350 2.17 2,185 30
12:00-12:30 14,173 5,400 2.62 5,213 11 12,800 5,050 2.53 1,699 36
18:30-19:00 19,857 8,200 2.42 5,015 12 18,203 7,650 2.38 1,124 13

subject to

Ri,1,t′ = R, i ∈ L, t ∈ {1}, t′ ∈ T,∑
j∈L

(xe
i,j,t + xl

i,j,t) = Ri,t′,t, i ∈ L, t, t′ ∈ T,

Rj,t′,t+1 =
∑
i∈L

I(t′−t)=τi,j (x
e
i,j,t − xli,j,t) +Rj,t′,t,

j ∈ L, t, t′ ∈ T,

xl
i,j,t ≤ Di,j,t, i, j ∈ L, t ∈ T,

xe
i,j,t, x

l
i,j,t ∈ Z+, i, j ∈ L, t ∈ T.

(2)

which is a special case of the max-profit integer multi-
commodity flow problem.

We evaluate the linear programming approach based on
the New York Taxi dataset on June 4th, 2013 on four
particular times 04:00-04:30, 08:00-08:30, 12:00-12:30, and
18:30-19:00. In our deterministic case study experiment, we
formulate the problem as a max-profit integer problem (1).
From the dataset, we generate the data of Di,j,t, which is the
number of demand from location i to location j at time t. We
also generate the data of Si,j,t, which is the number of empty
taxis driving from location i to location j at time t to seek for
the next passenger(s).

In order to provide a better understanding of our result, we
calculate:

• Demand = Di,j,t,

• Actual seeking = Si,j,t,

• Seeking from our model = ce
i,j ,

• Missing demand = Di,j,t − x∗,li,j,t,

• Actual revenue = cl
i,j ×Di,j,t,

• Revenue from our model = cl
i,j × x∗,li,j,t,

• Actual cost = ce
i,j × Si,j,t,

• Cost from our model = ce
i,j × x∗,ei,j,t,

• Actual profit = actual revenue − actual cost,

• Profit = revenue − cost,

• Lost revenue = cl
i,j × [Di,j,t − x*,l

i,j,t],

where x∗,ei,j,t and x∗,li,j,t are the optimal solutions for xe
i,j,t and

xl
i,j,t, respectively.

One thing to note is that the initial location of the vehicle
was set up based on Ri,1,t′ = R, which means the vehicles
are located to the highest demand profit at the start.

IV. CASE STUDIES AND OBSERVATIONS

In this section, we concentrate on the programming and the
results. We use Rcplex [22] to run our model. In the realistic
model we calculate the result based on the 50 × 50 grid and
a 30-minute interval. Due to the constraints and variables, the
matrix size is approximately 377 million x 188 million. This
requires an approximate 250 GB of memory according to [22],
it took over three hours per calculation. This model is do-able
in terms of calculation, but not scalable making it intractable
for larger problem sizes. Due to this reason, we create the
heuristic model with 10×10 grid to decrease the size such that
it can be handled on a standard desktop computer with 8 GB
of memory. We also increase the travel time in the heuristic
model by 5 to match the increase in size of the grid. The
calculation time with the heuristic model is approximately 10
seconds.

Table II displays the results of four different time periods
using both the realistic and the heuristic model. The heuristic
model has less demand due to having no demand within the
same grid which eliminates just under 10% of the requests each
time period. The demand for the number of vehicles is close in
each model under both the realistic and the heuristic models.
These results indicate that the simplified heuristic model can
still give an accurate approximation of how many taxis we
need to satisfy the demand per period of time.

Table III displays the results of each minute for both the
realistic and the heuristic model for 12:00-12:30 on June 4th,
2013. We decrease the size of the fleet by 1,000 vehicles
and see the percentage difference of the profit. The optimal
fleet sizes are 5,400 for the realistic model and 5,050 for the
heuristic model. When we increase the fleet size by a 1,000,
there will be less driving without the passenger(s) and it does
not provide more profit to the system.

Figure 2 provides a view of the profit comparison for the
realistic model on June 4th, 2013 from 12:00 to 12:30. A
fleet of 5,000 vehicles would satisfy most of the demand and
provide the highest demand in the system.

V. CONCLUSION

We use a linear programming to model the taxi service
and determine the optimal policy to yield the best profit in the
overall system. In Table II, each taxi can cover approximately
1.76, 2.17, 2.60, and 2.40 demand at 04:00-04:30, 08:00-08:30,
12:00-12:30 and 18:30-19:00 time periods, respectively, for
both models.

Table III displays the profit for both the realistic and the
heuristic model. The optimal solution for the realistic model
requires 5,400 vehicles which provide an increased profit of
25,844.50 units to the actual profit and is unable to satisfy
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TABLE III. TABLE OF DEMAND, SEEKING, ACTUAL PROFIT AND DIFFERENCE OF PROFIT WITH DIFFERENT SIZE OF THE FLEET FOR 12:00-12:30 TIME
PERIOD FOR BOTH THE REALISTIC AND THE HEURISTIC MODEL TO COMPARE BETWEEN THEM.

Realistic Model (50× 50) Heuristic Model (10× 10)
Minute Demand Seeking Actual 6, 400 5, 400 4, 400 Demand Seeking Actual 6, 050 5, 050 4, 050

Di,j,t Si,j,t Profit Vehicles Vehicles Vehicles Di,j,t Si,j,t Profit Vehicles Vehicles Vehicles
1 464 409 3,826.5 +917.5 +917.5 +917.5 415 251 3,725 +935 +935 +920
2 490 416 3,951.5 1,021 1,021 1,021 439 277 3,830 +1,060 +1,060 +1,060
3 476 411 4,110 +934.5 +934.5 +934.5 433 255 3,977.5 +932.5 +932.5 +922.5
4 484 374 4,139 +842 +842.5 +842.5 441 219 4,125 +810 +810 +810
5 461 373 3,819 +920.5 +923 +923 417 217 3,892.5 +892.5 +892.5 +892.5
6 462 385 3,777 +956 +959 +959.5 418 243 3,747.5 +962.5 +972.5 +870
7 471 401 4,012 +968 +971 +970.5 423 246 3,902.5 +957.5 +960 +925
8 475 369 4,212.5 +819 +824 +816.5 434 207 4,122.5 +777.5 +777.5 +697.5
9 491 363 4,483.5 +769 +791 +790 456 213 4,532.5 +752.5 +752.5 +722.5

10 479 341 4,224 +828.5 +850.5 +831.5 438 198 4,292.5 +777.5 +777.5 +682.5
11 470 372 4,088.5 +896 +918 +877.5 434 215 4,052.5 +822.5 +820 +622.5
12 441 367 3,479 +882 +915 +871.5 393 221 3,350 +850 +895 +790
13 418 359 3,373.5 +871.5 +923 +789 378 201 3,397.5 +797.5 +857.5 +632.5
14 453 353 3,766 +825 +873 +638.5 406 198 3,662.5 +757.5 +772.5 +410
15 490 326 4,409 +725.5 +777.5 469 454 193 4,365 +695 +690 +340
16 505 342 4,752 +762 +818.5 +414 463 206 4,727.5 +747.5 +767.5 -217.5
17 482 346 4,324.5 +809.5 +865 +485.5 436 201 4,360 +750 +767.5 -97.5
18 500 390 4,206.5 +905.5 +964 +287.5 453 228 4,212.5 +862.5 +902.5 +2.5
19 493 372 4,164 +825.5 +866 +189.5 439 211 4,120 +800 +912.5 -55
20 490 342 4,079.5 +776 +831 +79.5 431 195 3,887.5 +707.5 +737.5 +52.5
21 453 394 3,569.5 +913.5 +996 +422.5 398 220 3,497.5 +797.5 +860 +165
22 437 359 3,758 +813 +892 +322 397 201 3,792.5 +702.5 +800 +167.5
23 504 360 4,509.5 +790.5 +876 +332.5 450 202 4,442.5 +717.5 +747.5 -105
24 479 335 4,262 +746 +827 +158 438 184 4,190 +645 +717.5 +85
25 458 332 3,593 +789.5 +861 +231.5 392 196 3,387.5 +737.5 +822.5 +527.5
26 469 301 4,232.5 +657 +747.5 +240.5 410 167 4065 +605 +600 +170
27 504 319 4,804 +694.5 +759 +298.5 461 179 4715 +635 +625 +50
28 440 344 4,116 +719.5 +768 +516 404 194 4115 +660 +655 +350
29 466 337 3,830 +739.5 +740 +498 433 201 3837.5 +702.5 +687.5 +227.5
30 468 299 3,988 +593 +593 +489 416 179 3942.5 +622.5 +622.5 +402.5

Total 14,173 10,791 121,860 +24,710.5 +25,844.5 +17,616.5 12,800 6,318 120,267.5 +23,472.5 +24,130 +13,022.5
Missing
Demand - - - 0 11 1,469 - - - 0 36 139

11 demands. In the heuristic model, it requires 5,050 vehicles
to satisfy 12,800 demands and it misses 36 demands in that
period. The table also shows that more vehicles to satisfy all
the demand does not provide the highest profit.

As for future discussion, our current model is based on a
50 × 50 grid with a 30-minute time period, which is 2,500
× 2,500 × 30 = 375 million data points on one dimension,
this requires a supercomputer with 2 TB memory and it takes
over three hours per calculation. This is not a feasible method
to solve the model. Creating a model that uses dynamic
programming with value function approximation will reduce
the calculation time and the memory use.

Secondly, having stochastic demand would provide an even
more realistic model, especially when traffic accidents occur
in real time. Lastly, ride sharing is an obvious next step toward
taxi routing research. Can we satisfy all the demand with
limited vehicles and maximize the profit?
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[14] S. Qian, J. Cao, F. L. Mouël, I. Sahel, and M. Li, “Scram: a sharing
considered route assignment mechanism for fair taxi route recom-
mendations,” in Proceedings of the 21th ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining. ACM, 2015,
pp. 955–964.

[15] X. Liang, G. H. de Almeida Correia, and B. van Arem, “An optimization
model for vehicle routing of automated taxi trips with dynamic travel
times,” Transportation Research Procedia, vol. 27, pp. 736–743, 2017.

[16] P. C. Roling and H. G. Visser, “Optimal airport surface traffic plan-
ning using mixed-integer linear programming,” International Journal of
Aerospace Engineering, vol. 2008, no. 1, p. 1, 2008.

[17] S. Bsaybes, A. Quilliot, and A. K. Wagler, “Fleet management for
autonomous vehicles using multicommodity coupled flows in time-
expanded networks,” in LIPIcs-Leibniz International Proceedings in
Informatics, vol. 103. Schloss Dagstuhl-Leibniz-Zentrum fuer Infor-

matik, 2018.

[18] R. Mesa-Arango and S. V. Ukkusuri, “Minimum cost flow problem
formulation for the static vehicle allocation problem with stochastic lane
demand in truckload strategic planning,” Transportmetrica A: Transport
Science, vol. 13, no. 10, pp. 893–914, 2017.

[19] D.-P. Song and J. Carter, “Optimal empty vehicle redistribution for hub-
and-spoke transportation systems,” Naval Research Logistics (NRL),
vol. 55, no. 2, pp. 156–171, 2008.

[20] CustomWeather. (2013) Past weather in New York, New York, USA
June 2013. [Online]. Available: https://www.timeanddate.com/weather/
usa/new-york/historic?month=6&year=2013

[21] J. Li, S. Bhulai, and T. van Essen, “Dynamic coordination of the New
York city taxi to optimize the revenue of the taxi service,” to appear in
International Journal On Advances in Intelligent Systems, 2018.

[22] Technote. (2012) Guidelines for estimating CPLEX memory
requirements based on problem size. [Online]. Available:
https://www-01.ibm.com/support/docview.wss?uid=swg21399933

120Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-681-1

DATA ANALYTICS 2018 : The Seventh International Conference on Data Analytics

                         131 / 165



Dynamic Models for Knowledge Tracing & Prediction of Future Performance

Androniki Sapountzi1 Sandjai Bhulai2 Ilja Cornelisz1 Chris van Klaveren1

1Vrije Universiteit Amsterdam, Faculty of Behavioral and Movement Sciences, Amsterdam Center for Learning Analytics
2Vrije Universiteit Amsterdam, Faculty of Science, Department of Mathematics

Email addresses: a.sapountzi@vu.nl, s.bhulai@vu.nl, i.cornelisz@vu.nl, c.p.b.j.van.klaveren@vu.nl

Abstract— Large-scale data about learners’ behavior are being
generated at high speed on various online learning platforms.
Knowledge Tracing (KT) is a family of machine learning
sequence models that are capable of using these data efficiently
with the objective to identify the likelihood of future learning
performance. This study provides an overview of KT models
from a technical and an educational point of view. It focuses on
data representation, evaluation, and optimization, and
discusses the underlying model assumptions such that the
strengths and weaknesses with regard to a specific application
become visible. Based on the need for advanced analytical
methods suited for large and diverse data, we briefly review
big data analytics along with KT learning algorithms’
efficiency, learnability and scalability. Challenges and future
research directions are also outlined. In general, the overview
can serve as a guide for researchers and developers, linking the
dynamic knowledge tracing models and properties to the
learner’s knowledge acquisition process that should be
accurately modeled over time. Applied KT models to online
learning environments hold great potential for the online
education industry because it enables the development of
personalized adaptive learning systems.

Keywords- big data applications; educational data mining;
knowledge tracing; sequential supervised machine learning.

I. INTRODUCTION

Big Data Analytics (BDA) is becoming increasingly
important in the field of online education. Massive Open
Online Courses (i.e. Coursera), Learning Management
Systems (i.e. Moodle), social networks (i.e. LinkedIn
Learning), online personalized learning platforms (i.e.
Knewton), skill-based training platforms (i.e. Pluralsight),
educational games (i.e. Quizlet), and mobile apps (i.e.
Duolingo) are generating various types of large-scale data
about learner's behaviors and their knowledge acquisition
[1]–[3]. To illustrate this with an example, the 290 courses
offered by MIT and Harvard in the first four years of edX
produced 2.3 billion logged events from 4.5 million learners.
The emerging scientific fields of educational neuroscience
[4] and smart-Education [5][6], which hopefully are going to
provide new insights about how people acquire skills and
knowledge, indicate new big data sources in education.

Artificial Intelligence (AI), Learning Analytics (LA), and
Educational Data Mining (EDM) are three areas under
development oriented towards the inclusion and exploration
of big data analytics in education [2][7]–[9]. EDM considers
a wide variety of types of data, practices, algorithms, and
methods for modeling and analysis of student data, as
categorized by [1][2][10][11]. EDM, LA, AI and Big Data
technologies are well-established and have progressed

rapidly, however advanced analytic methods suited for large,
diverse, streaming or real-time data are still being under
development. A critical question in this area is whether
more advanced learning algorithms or data of higher quality
[12] and well pre-processed [1], or bigger datasets [8][13]–
[15] are more important for achieving better analysis results.
For all the above reasons, the implementation of BDA in
education is considered to be both a major challenge and an
opportunity in education [2][3][7]–[11][13][16][17].

Knowledge Tracing (KT) is widely applied in intelligent
tutoring systems, and to other modal sources of big data [11]
such as online standardized tests, Massive Open Online
Courses (MOOC's) data, and educational apps. KT is an
EDM framework for modeling the acquisition of student
knowledge over time, as the student is observed to interact
with a series of learning resources. The objective of the
model is either to infer the knowledge state for the specific
skill being tutored or to predict the performance on either the
next learning resource in the sequence or all the learning
resources. KT can be considered as a sequence machine
learning model that estimates a hidden state, that is the
probability that a certain concept of knowledge is acquired,
based on a sequence of noisy observations, that are the
interaction-performance pairs on different learning resources
at consecutive trials. The estimated probability is then
considered a proxy for knowledge mastery which is
leveraged in recommendation engines to dynamically adapt
the feedback, instruction or learning resource returned to the
learner. Furthermore, KT models are applied in mastery
learning frameworks which are used to estimate the moment
that a certain skill is acquired by the learner [18]. These
components empower the development of adaptive learning
systems.

The literature distinguishes two representations of KT
models: the probabilistic and the deep learning. The former
models the knowledge of a learner as a binary hidden state
with a level of uncertainty attached to it. The latter models
the knowledge of a learner with distributed continuous
hidden states that are updated in non-linear, deterministic
ways. Graphical probabilistic models of Hidden Markov
Models and Dynamic Bayesian Networks can be considered
as the baseline models, while deep Recurrent Neural
Networks models with Long Short-Term Memory (LSTM)
units have only recently been employed. Throughout the
paper, the differences between these modeling approaches
and their impact on the educational purposes are discussed.

This study provides an overview of currently existing
representations of KT models from both an educational and a
technical angle. It discusses the underlying model
assumptions such that the strengths and weaknesses of the
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reviewed models are revealed. The review can serve as a
guide for researchers and developers, in that when the
objective is to predict future performance in online learning
environments, the review is informative for which dynamic
KT models should be chosen. In addition to that, we hope
that by highlighting their strengths and similarities,
inspiration for more sophisticated algorithms or richer data
sources would be created, capable of accurately capturing the
process of knowledge acquisition.

This study proceeds as follows. Section II describes the
representation for the knowledge tracing along with a brief
introduction behind the probabilistic and recurrent neural
network sequence models. Section III introduces the baseline
KT model and the other three models, after which the
strengths, weaknesses, differences, and similarities are
highlighted together with their intrinsic behaviors. Section
IV discusses the Item Response Theory (IRT), as it is the
alternative family of models for modeling and predicting
knowledge acquisition. Section V discusses the prospects
and challenges, and Section VI provides the conclusions.

II. DATA REPRESENTATION FOR KNOWLEDGE TRACING

Data representation refers to the choice of a mathematical
structure with which to model the data or, relatedly, to the
implementation of that structure. It turns a theoretical model
to a learning algorithm and embodies assumptions required
for the generalization [19]. If the assumptions of the
representation or the explanatory factors accompanied the
data are not sufficient to capture the reality and determine the
right model, the algorithm will fail to generalize to new
examples. Instances of assumptions could be the linear
relationships of factor dependencies or a hierarchical
representation of explanatory factors. A good representation
is one that can express the available kind of knowledge and
hence can be a useful input to the predictor [15], meaning
that a reasonably-sized learned representation can capture the
structure of a huge number of possible input configurations.
Other elements contributing to a good representation are
outlined in [19]. An interesting point to note is that
predictive analytics that lies in distributed or parallel
systems, a common case in BDA, the choice of
representation will affect how well the data set can be
decomposed into smaller components so that analysis can be
performed independently on each component.

A. The Knowledge Tracing Task

In KT, two AI frameworks have been utilized to
represent the different kinds of available knowledge and
disentangle the underlying explanatory factors: the Bayesian
(inspired by Bayesian probability theory and statistical
inference) and the connectionist deep learning framework
(inspired by neuroscience). Bayesian Knowledge Tracing
(BKT) is the oldest and still dominant approach for modeling
cognitive knowledge over time while the deep learning
approach to knowledge tracing (DKT) is a state-of-the-art
model.

KT in its general form is formulated as a supervised
learning problem of time-series prediction. Suppose a data
set D consisting of ordered sequences of length T, to be

exercise-performance observation pairs X =
{(��,�, ��,�) … (��,� , ��,�)} with ��,� ∈ {0,1} from the � -
th student on trial � ∈ {1, . . ,�}. The goal is to compute the
posterior probability distribution for the parameters
�(�|�; �) for student m.

The objective in the Bayesian approach is to estimate the
probability that a student has mastered a skill �� based on the
sequence of observed answers that tap ��, as determined by
the concept map. The prediction task in the deep learning
approach is the probability that the student will answer the
next exercise correctly in their next interaction while the
network is presented with the whole trial sequence for all the
skills practiced.

A distinction between the two approaches is located on
the existence of the concept map. In BKT, the sequences of
� are passed through a pre-determined concept map which is
assumed to be accurately labelled by experts. The concept
map represents a mapping of an exercise or a step of a
learning resource to the related skills. The domain
knowledge is divided into a hierarchy of relatively fine-
grained component skills, also known as Knowledge
Components (KC). This may include skills, concepts, or
facts. The concept map is used to ensure that students master
prerequisite skills before tackling higher level skills in the
hierarchy [18]. In the Bayesian approach, a different model
is initiated for each new skill while the prediction serves for
drawing inferences about the knowledge state of a student
for the skill. In the BKT, a student’s raw trial sequence is
parsed into skill-specific subsequences that preserve the
relative ordering of exercises within a skill but discard the
ordering relationship of exercises across skills.

Rather than constructing a separate model for each skill,
DKT model all skills jointly. In deep learning though, the
sequences are not passed through a concept map, but through
featurization, that is the distributed hidden units in the layers
that relate the input sequences to the output sequences. This
distributed featurization, which is the core of the RNN’s
generalizing principle, is used to induce features and hence
discover the concept map and skill dependencies.

B. Probabilistic Sequence Models

The problem of knowledge tracing was first posed as a
special case of Hidden Markov Models (HMM) with a
straightforward application of Bayesian inference. DBN
employed afterward to solve for the assumption of
independence of latent states among the different skills. A
DBN is a Bayesian network repeated among multiple time
steps.

HMM and DBN are Probabilistic Graphical Models
(PGM). In PGMs, two concepts are always present: i) the
data or random variables are represented as nodes in a graph
and ii) a probabilistic distribution is attached over the nodes
via the edges of the graph [20]. HMM is an undirected PGM
while Bayesian networks are Directed Acyclical Graphs
(DAG) describing probabilistic influences between the nodes
of the graph. To briefly explain the benefits of each
representation, DAG are useful for expressing causal
relationships between random variables, whereas undirected
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graphs are better suited to expressing soft constraints
between the latent and observed random variables [20].

HMM is used to model sequences of possible events in
which the probability of each event depends only on the state
attained in the previous event, i.e., Markov processes, with
unobserved states, also called hidden or latent states. The
latent variables are the discrete variables ℎ� describing
which component of the mixture distribution is responsible
for generating the corresponding observation. They can take
only one value of all the possible hidden states � where each
hidden state has got its own internal dynamics described by a
transition matrix � describing stochastic transitions between
states. The inference of the probability distribution over the
hidden states allow us to predict the next output. The outputs
produced by a state are stochastic and hidden, in the sense
that there is no direct observation about which state produced
an output, much like a student’s mental process. However,
the hidden states produce as observables the emission
probabilities � that govern the distribution (i.e., actions of a
learner).

The parameters that need to be evaluated and learned in
HMM are � =  {Π, A,�} , where Π is the initial latent
variable �� which doesn’t depend on some other variable. In
HMM, including DBN and all generative models, the
inference problem is firstly solved: given the parameters �
and a sequence of observations (practice attempts) X = {��},
� ∈ {1, . . ,�}, what is the probability that the observations are
generated given the model �(�| �) ; and secondly the
learning problem �( �|�) is solved.

In the DBN, this is equivalent to �(�, ℎ| �), where we
marginalize over the hidden states ℎ of the latent variables.
Since this is a directed graph and edges carry arrows that
have directional significance, the joint distribution is given
by the product over all of the nodes of the graph, whose
distribution is conditioned on the variables corresponding to
the parents of each node. A detailed explanation of the
computations in the DBN is provided by [20][21].

C. Recurrent Neural Network Sequence Models

Deep Recurrent Neural Networks and specifically the
Long Short-Term Memory (LSTM) unit was only recently
employed to the KT task to solve for the binary, highly
structured representation of the hidden knowledge state.
Recurrent Neural Networks (RNN) are a family of Artificial
Neural Networks (ANN) used for modeling sequential data
that hold a temporal pattern. ANN relate the input units to
the output units through a series of hidden layers, each
comprising a set of hidden units. The latter is triggered to
obtain a specific value by events found in the input and
previous hidden states, a process implemented by a non-
linear activation function.

RNNs are layered ANNs that share the same parameters,
also called weights, through the activation function. This
property is illustrated in Fig.3 with the formation of a
directed circle between the hidden units. RNNs are very
powerful because they combine the two following properties:

i. The distributed hidden state allows them to
forget and store a lot of information about the
past such that they can predict efficiently.

ii. The non-linear activation functions allow them
to update their hidden state in complicated
ways which can yield high-level structures
found in the data.

LSTM is a type of hidden units in RNN that includes ‘gates’
which let the hidden state to act as a memory able to hold
bits of information for long periods of time and thus can
adjust the flow of information across time. When there is no
specific trigger, the unit preserves its state, very similar to
the way that the latent state in HMM is sticky—once a skill
is learned it stays learned [22].

III. SEQUENCE MODELS APPLIED IN KNOWLEDGE

TRACING

A. Standard Bayesian KT: skill-specific discrete states

The BKT [18] includes four binary parameters that are
defined in a skill-specific way. The two performance-related
variables that are emitted from the model are the following:

i. �-slip, the probability that a student will make an error
when the skill has been learned, and

ii. � -guess, the probability that a student will guess
correctly if the skill is not learned;

The two latent and learning-related variables are the
following:

i. �(���� ) = �(��) which is the initial probability of
knowing the skill a priori, and

ii. �(�) which represents the transition probability of
learning after practicing a specific skill on learning activities.
The estimated acquired skill-knowledge, which is the
probability of �(��), is updated according to (1c) using the
�(�) = �(���� = 1| �� = 0) and observations from correct
or incorrect attempts � computed either by (1a) or (1b),
respectively. Equation (1d) computes the probability of a
student applying the skill correctly on an upcoming
practicing opportunity. The equations are as follows:

�(����|�� = 1)
�(��) ∗ (1 − �(�))

�(��) ∗ �1 − �(�)� + (1 − �(��)) ∗ (�(�))
(1�)

�(����|�� = 0) =
�(��)∗�(�)

�(��)∗�(�)�(���(��))∗(���(�))
(1�)

�(����) = �(����|��) + �1 − �(����|��)� ∗ �(�) (1�)

�(����) = �(��) ∗ �1 − �(�)� + �1 − �(��)� ∗ �(�) (1�)

At each �, a student � is practicing a step of a learning
opportunity that tap a skill �. The step-by step process of a
student trying to acquire knowledge about � is illustrated in
Fig.1. Given a series of �� , and � for the student � , the
learning task is the likelihood maximization of the given data
�(�| �) , where � = {�(�),�(�),�(�),�(��)} . In the
original paper, this is done through Curve Fitting and
evaluated via Mean Absolute Error, which is considered an
insufficient measure [26]. The key idea of BKT, is that it
considers guessing and slipping in a probabilistic manner to
infer the current state and update the learning parameter
during the practicing process.
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Even though BKT updates the parameter estimates based
on dynamic student responses, it is assumed that all of the
four parameters are the same for each student. In essence,
the actual probability of a correct response is averaged across
students, and the models predicted probability of a correct
response is averaged across skills. Because the data of all
students practicing a specific skill are used to fit the BKT
parameters for that skill, without conditioning on certain
student’s characteristics, a big part of the research is focused
on adding learner-specific variables by assuming variability
among students’ process of learning. Yudelson [23] found
that the inclusion of student-specific parameters has a
significant positive effect on prediction accuracy and
interpretability, as well as in dealing with over-fitting. [24]
added Dirichlet priors for the initial mastery ����, while [23]
extended their work and found that adding variables of
learning rates �(�) for individual learners, provides higher
model accuracy.

B. BKT with student-specific features of learning rates:
Personalized predictions

The Individualized BKT (IBKT) model [23] includes
apart from skill-specific, student-specific parameters as well.
The model is developed by splitting the skill-specific BKT
parameters, substituted by � , into two parameters
components (i) ��-the skill-specific and (ii) ��-the student-
specific component; and combining them by summing their

logit function l(�) = log �
�

���
� , and sigmoid function

�(x) =
�

(� ���� )
. These two procedures are illustrated in (2a)

� = �(�(�� ) + �(�� )) (2a)
Updating the gradients of the parameters is possible using
the chain rule, as illustrated in (2b) for the student-specific
component of the parameter.

��

���
=

��

��

��

���
(2b)

The IBKT models are built in an incremental manner by
adding �� in batches and where the effects of each addition
are examined on Cross Validation (CV) performance. It is
also possible to improve the overall accuracy by
incrementally updating the �� once a new group of students
finishes a course or a course unit.

Figure 1 depicts the structure for the HMM model of
both BKT and IBKT. Although the underlying HMM model
and hence the process of a student practicing exercises
remains the same, the fitting process is different. The
parameters � are spitted into two components and the model
is fitted for each student separately by computing the
gradients of these parameters.

The blue circular nodes capture the hidden students’
knowledge state per skill, while the orange rectangles denote
the exercise-performance observations associated to each
skill correspondingly. We note that, in the upcoming figures
the blue circular nodes and orange rectangles are also used to
describe the same meaning. The nodes in the probabilistic
models denote stochastic computations whereas in the RNN
deterministic ones.

Both the BKT and IBKT assume independent skills sets
and cannot deal with hierarchical structures since they are
undirected graphs. This assumption is restrictive because it
imposes that different skill sets cannot be related and, as a
result, observing an outcome for one skill set is not
informative for the knowledge level of another skill set.
However, the expert model in educational domains, that is
the decomposition of the subject matter or set of skills into a
set of concepts (KCs) that need to be acquired by a learner, is
frequently hierarchical. DAG is the optimal data
representation for describing the expert model in traditional
and adaptive learning systems that incorporate parallel
scalable architectures and BDA [3].

C. Dynamic Bayesian Network: Discrete Skill-Specific
Dependencies in KT

DBN is a DAG model allowing for the joint
representation of dependencies among skills within the same
model. [21] applied DBN in knowledge acquisition modeling
in a KT setting.

Again, at each trial �, a student � receives a quiz-like
assessment that contains learning opportunities, but this time
these belong to different skills �. The Bayesian network is
repeated itself at each time step � with additional edges
connecting the knowledge state on a skill at � to � + 1. The
set of variables � contains all skill nodes � as well as all
observation nodes � of the model while � denote the domain
of the unobserved variables, i.e., learning opportunities that
have not yet been attempted by students and hence their
corresponding binary skill variables � are also latent. The
objective is then again to estimate the parameters � that
maximize the likelihood of joint probability �(��, ℎ�|�) ,
where �� and ℎ� denote the observed and hidden variables
respectively.

The enhancement of the model is that even without
having observed certain outcomes for a skill, say �� in time
step �� , is still possible to infer the knowledge state
regarding �3. To illustrate that, consider the example model
depicted in Figure 2. It depicts that, the probability of skill
�3 being mastered at �� depends not only on the state of �3
at the previous time-step ��, but also on the states of S1 and
S2 at �� . Suppose now that a student solves a learning
opportunity associated with �2 at step �� ; then the hidden
variables at �� will be ℎ� = {�1, �2, �3, �3, �1} while the
observed variables will be �� = ��.

Figure 1. Baseline and Individualized Bayesian Knowledge Tracing
represented as a Hidden Markov Model. In IBKT, the four parameters
{G,S,θt,T} are splitted to include student-specific parametrs.
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In KT, the objective function is the log (likelihood) loss.
In DBN, it is reformulated using a log-linear model to obtain
a linear combination of a lower dimensional representation
of features �. Equation (3) shows the log likelihood function
of DBN:

�(�) = � ln�����(���(��, ℎ�) − ln(�))

��

�

�

(3)

, where �: Y x H → ℝ � denotes a mapping from the latent
space H and the observed space Y to an � -dimensional
feature vector. � is a normalizing constant and � denotes
the weights that can be directly linked to the parameters of
the model �.

DBNs grapple with the same limitations as HMM: the
representation of student understanding is binary and
reported per skill, given that each skill can be associated with
exactly one observable, and there is the requirement for
accurate concept labeling. RNN have only recently tried to
model student understanding in order to break the
beforementioned assumptions.

D. Recurrent Neural Networks: Continuous Knowledge
States & Skill Dependencies

In an RNN, the hidden layer provides a continuous and
high dimensional representation of the latent knowledge state
ℎ�, which learns the properties of sequences of observations
of student responses �� = (��, . . , ��), denoted as �� in (4c),
on learning activities, denoted as �� in (4c). DKT [25]
exploits the utility of LSTM whose fully and recurrent
connection allow them to retain information of �� for many
time steps; and use it in a prediction at a much later point in
time. The distributed representation allows an RNN to
induce features related to skill dependencies or concepts
(KCs) associated with exercises. The hidden-to-hidden
connections encode the degree of overlapping between skills
and exercises. According to (4a), the hidden units are
activated via the hyperbolic tangent, which employs

information on both the input �� and on the previous
activation ℎ��� ,

              ℎ� = tanh(����� + ���ℎ��� + ��) (4�)

where �� is the bias term and ��� ,��� are the weights of
units corresponding to the input and hidden layer. The non-
linear and deterministic output ℎ� will be passed to the
sigmoid function � to give the probability of getting each of
the learning activities correct �� = (��, . . , ��) in the
students’ next interaction � + 1, as shown in (4b):

�� = �����ℎ� + ��� (4�)

Finally, the loss for a single student will be the negative log-
likelihood, as shown in (4c):

� = ��(���(����), ����)

�

(4�)

where � is the binary cross entropy and � denotes the one hot
encoding transformation of the input, a necessary step for
ANN and a suitable preprocessing step for small data-sets.
Compressing Sensing is suitable for big data sets.

Figure 3 depicts an example architecture of RNN, where
� represents the entire sequence of exercises a student
receives in the order the student receives them. After feeding
X to the network, each time the student answers an exercise,
a prediction is made as to whether or not she/he would
answer an exercise of each concept (KC) correctly on her
next interaction. It’s important to note that, in the DKT a
deep RNN is employed, whose architecture include many
hidden layers.

E. Comparison of the sequence models for KT

Table I outlines and compares important features of the
models described above. The modeling of knowledge
acquisition and the prediction of future performance in the
BKT are binary and skill-specific without conditioning in
individual learning or skill interdependencies. The
predictions in the other models allow for individualization,
skill dependencies, or continuous latent states and the
discovery of the concept map. All models share the

Figure 3. Deep Knowledge Tracing represented as a Recurrent Neural
Network unrolled over T time steps. The arrow lines represent the
change in the hidden knowledge state which is updated in non-linear

Figure 2. Bayesian Knowledge Tracing represented as a Dynamic
Bayesian Network unrolled over T time steps. The hierarchical
relationships between the skills are depicted and incorporated to the
estimation of knowledge growth, shown by the arrow lines.
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assumption that each learning activity is a learning
opportunity rather than an opportunity to assess the acquired
knowledge.

The criterion of choosing the right algorithm is a
combination of the efficiency of the available data along
with the learning algorithm’s components; these are the
representation, evaluation, and optimization [15]. The rows
of representation, optimization, evaluation, learnability, and
efficiency in Table I comprise the technical-oriented
elements whereas the remaining ones reflect the impact on
educational settings. In the below paragraphs, we briefly
describe each of
these components considering the KT task. The data
representation has been already introduced in Section II.

1) Evaluation of the predictions
Model evaluation metrics analyze the performance of the

predictive model and are widely discussed in the context of
general machine learning applications including educational
ones [26]–[28]. In KT, these include the Root Mean Square
Error (RMSE), classification accuracy, and Area Under the
Curve (AUC). RMSE is the standard performance metric,
and it has demonstrated a high correlation to the log-
likelihood function and the ‘moment of knowledge
acquisition’ [26]. AUC should be used only as an additional
metric, in order to assess the model’s ability to discriminate
incorrect from correct performance, since it has several
important disadvantages with regard to KT. DKT was
criticized in terms of the employment of AUC, because it
computes the accuracy on a per-trial basis instead of per-
skill.

TABLE I. COMPARISON OF KNOWLEDGE TRACING MODELS

Model BKT IBKT DBN DKT

Extension Baseline Personalization Detailed
Skill
Estimation

Continuous
Knowledge
State

Representati
on

HMM HMM DBN RNN

Optimization Curve Fitting,
Expectation
Maximization

Gradient Descent Constrained
Latent
Structure

Stochastic Gradient
Descent

Learnability-
Fitting

158
observations-
55 skills

2 datasets:
i.8,918,054
observations,
3,310 students
515 or 541 skills
ii. 20,012,498
observations
6,043 students
800-900 skills

5 datasets:
Size range:
100-500
observations
3-9 Skills
77- 7265
students

3 datasets: Total
size: 65.000 students,
2.000 observations-
answers
230 items

Efficiency 4 /skill, 4 /skill +
2 /student (a)

4/skill +
2n-1 for n
skills

250,000 with 200
hidden units & 50
skills.

4((input size+1) *
output size + output

size2)

Evaluation MAE RMSE,
Accuracy

RMSE, AUC AUC

Restrictions Prone to Bias Independent
Skills

Complex &
hard-coded

Highly Complex
& not interpretable

Variation in
learner
ability

✗ ✓ ✗ ✓

Inclusion of
forgetting

✗ ✗ ✓ ✓

Inter-Skill
Similarity

✗ ✗ ✓ ✓

Exercise
ordering
effect

✗ ✗ ✗ ✓

a. the initial probability and the learning rate is individualized

2) Optimization, Identifiability and Degeneracy
The optimization function derives the optimal possible

values for the parameters of the objective function. Unlike in
most other optimization problems, the function that
generated the data and should be optimized is unknown and
hence training error surrogates for test error [15]. The
optimization of the log-likelihood function is performed
using Curve Fitting (CF), Expectation Maximization (EM),
Constrained optimization, and Gradient Descent methods
(GD). All of them with appropriate initialization conditions
[18][28]–[30] of the parameters, can solve for the
identifiability issue which is considered an issue in the
probabilistic approaches [20][28]. The identifiability issue is
directly linked with the interpretability of the parameters
values computed by the probabilistic models [20], where
inferences about knowledge states are being made. It arises
when there is more than one combination of parameters that
optimizes the objective function. Constrained optimization
[21] uses log-linear likelihood to ensure the interpretability
of the constrained parameters, and it is suitable for DBNs.
GD allows IBKT to introduce student-specific parameters to
BKT without expanding the structure of the underlying
HMM and hence without increasing the computational cost
of fitting [23].

Equally important for the optimization methods is to be
robust to degeneracy, where it is possible to obtain model
parameters which lead to paradoxical behavior [30]. The
standard KT model is susceptible to converging to erroneous
degenerate states depending on the initial values of the
parameters [28], and many research has focused on this
property of the models [29]–[31]. An example in the BKT is
the probability that the student acquired the instructed
knowledge dropping after three correct answers in a row
[29]. An instance in DKT includes the alternation between
known and not-yet-known instead of transiting gradually
over time [31].

3) Computational & Statistical Efficiency
Learnability comprises statistical efficiency, that is the

number of student interaction examples required for good
generalization, namely to correctly classify the unseen
examples of interactions. The number of examples required
to establish convergence, which is related to the number of
training data that is used to learn the parameters of the
model, is depicted in the table as Learnability-Fitting. The
training of BKT model is faster, while deep neural networks
and IBKT is relatively slow due to the requirement of large
datasets for effective training. Generalization in DBN is
inferred by using different learning domains datasets.
According to the authors [21], the performance differences
between DBN and BKT, especially the influence of the
different parameters, need to be investigated further.

Computational efficiency refers to the number of
computations during training and during prediction. These
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include the number of iterations of the optimization
algorithm and the number of resources (i.e., the number of
hidden units). In the table, we note only the number of model
parameters which is not necessarily the most appropriate
measure of model complexity. Nonlinear functions and large
datasets increase the model complexity which offers
flexibility in fitting the data [20]. In DKT, there are high
demands regarding computational resources. Nowadays,
there are many parallel and distributed computing
infrastructures that can be used to boost the efficiency of
such data-intensive tasks. IBKT models take the advantage
of parallel computing infrastructures. Comparing HMM and
DBN, the latter needed 21-86 parameters for the datasets
used in the paper. DBN is more computationally expensive
due to their complex loopy structure and the skill-
dependencies [21].

It is important to note that, the parameter estimates and
the behavior of KT models should be researched in
scalability cases in either the number of students or the
increased number of observations per student [30].

4) Features related to performance and learning
The DKT model allows for differences in learning ability

of the student by conditioning on recent performance of the
student. By giving the complete sequence trial of
performance-exercise pairs to the model, it can condition on
the average accuracy of previous trials. DBN and DKT allow
for skill-dependencies and can also infer the effect of
exercise ordering on learning, which is considered an
important element in learning and retention. The
probabilistic KT tends to predict practice performance over
brief intervals where forgetting the acquired knowledge, the
probability of transitioning from a state of knowing to not
knowing a skill, is almost irrelevant; whereas DKT
incorporates recency effects and allows for long-term
learning.

The complex representation in DKT is chosen based on
the grounds that learning is a complex process [25] that
shouldn’t rely only on simple parametric models because
they cannot capture enough of the complexity of interest
unless provided with the appropriate feature space [22]. The
assumption embodied in this approach is that the observed
data is generated by the interactions of many different factors
on multiple levels. DKT is a complex model, and thereby it
should be applied to more complex problems and data.
Hence, as long as there are sufficient data more behavioral in
nature to constrain the model, a shift to connectionist
paradigms of modeling will offer superior results when
compared to classical approaches [11].

DKT success is attributed to its flexibility and generality
in capturing statistical regularities directly present in the
inputs and outputs, instead of representation learning [22].
When the performance of the baseline BKT and DKT
models is compared [22], it is found that both models
perform equally well, when variations of BKT models allow
for more flexibility in modeling statistical regularities, that
DKT has already the ability to explore. These are forgetting,
variability in abilities among students, and skill discovery
that allows for interactions between skills.

IV. ITEM RESPONSE THEORY FOR PREDICTING FUTURE

PERFORMANCE

This review focuses specifically on Knowledge Tracing,
thereby ignoring the only available alternative which is Item
Response Theory (IRT) [32]. Theoretically, IRT models
differ from KT models on that the former is developed for
assessment purposes (i.e., the theory focuses on short tests in
which no learning occurs) or for modeling very coarse-
grained skills where the overall learning is slow (i.e.,
summative rather than formative assessments) [33].
Technically, IRT uses the responses on learning
opportunities directly to estimate the learner’s ability, while
KT models go through the concept map or featurization.

The concept of IRT assumes that the probability of a
correct response to an assessment item is a mathematical
function of student parameters and item parameters. The
latter is better estimated when there is a large amount of data
to calibrate them. The student parameters can be used to
account for variability in student a priori abilities. It’s
interesting to note that, (2a) of IBKT incorporates the
compensatory logic behind the IRT, when summing the
logistic functions to incorporate skill and student-specific
parameters [23]. The prediction task in the baseline model is
done by mapping a difference between a student knowledge
on a skill � and an item difficulty � into the probability of a
correct answer �� = 1 using a logistic function σ(x), as
depicted in (5). The estimate of ability is continually re-
calibrated based on learner’s performance.

�(�� = 1|�) =
�

�����{�(���)}
(5)

The baseline IRT model is a logistic regression based
Rasch model, also known as the One Parameter (1PL) IRT
while its descendants include the Performance Factor
Analysis (PFA) and the Additive and Conjugate Factor
Model. The latter model is better estimated when there is a
large amount of data available for calibration. The PFA
model is highly predictive, but it’s not useful for adaptive
environments in the sense that it cannot optimize the subset
of items presented to students according to their historical
performance. The literature has already compared the models
of PFA and BKT, both in theoretical [34] and in practical
[35] terms (i.e., predictive accuracy and parameter
plausibility). Both models are considered difficult to
implement in an online environment and are rarely evaluated
with respect to online prediction performance [33][36][37].

V. PROSPECTS AND CHALLENGES

Predicting future performance through modeling
knowledge acquisition is a complex task; as human learning
is grounded in the complexity of both the human brain and
knowledge. This raises the opportunity to increase our
understanding of knowledge prediction by synthesizing
methods from various academic disciplines such as human-
machine interaction design, machine learning,
psychometrics, educational science, pedagogy, and
neuroscience.
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From a social science perspective, learning is influenced
by complex macro-, meso- and micro-level interactions,
including affect [38], motivation [39][40], and even social
identity [41]. Predicting student knowledge with the mere
observation of correct versus incorrect responses to learning
activities provides weak evidence since it’s not a sufficient
data source.

Currently, there are some KT models augmented with
non-performance data such as metacognitive [42], affect
[43], and other student traits apart from learning rates [44]
[45]. As educational apps and smart learning environments
increase in popularity, it may be possible to collect valuable,
diverse and vast amounts of student learning data, that will
capture the reality of learning, and hence they will create
opportunities, as well as new challenges, to deepen our
understanding of knowledge acquisition and employ these
insights to personalize education better.

VI. CONCLUSIONS

Modeling learner’s skill acquisition and predicting future
performance is an integral part of online adaptive learning
systems that drive personalized instruction. Knowledge
Tracing is a data mining framework widely used for that
purpose because of its capability to infer a student’s dynamic
knowledge state as the learner interacts with a sequence of
learning activities. Embarking from the baseline Bayesian
model and based on the principles desired for adaptive
learning systems, we outline three of the model’s most recent
extensions. These include the individualization of learning
pace among students, the incorporation of the relationships
among multiple skills, and the continuous representation of
the knowledge state, which is able to induce both student and
skill-specific features.

We show how probabilistic and deep learning approaches
are related to the task of modeling sequences of student
interactions by outlining their technical and educational
requirements, advantages and restrictions. In particular, we
investigate the assumptions in representation, the potential
pitfalls in optimization, and the evaluation of the predictions.
The general idea is that by investigating these aspects, one
can gain an understanding why prediction models work the
way they do or why they fail in other cases. A crucial
question is how efficient and accurate these learning methods
are regarding learning and generalization when they are
applied to online adaptive learning environments where
scalability and computational speed are important elements.
The current study is useful both for researchers and
developers allowing for a comparison of the different
models. In addition, the corresponding citations throughout
the paper can be used to provide further guidance in
implementing or extending a model for a specific data
source, online learning environment, or educational
application.
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Abstract—Comparison between transport mode classifiers is
usually performed without considering imbalanced samples in
the dataset. This problem makes performance rates, such as
accuracy and precision, not enough to report the performance
of a classifier because they represent a cut-off point in the
classifier performance curve. Our rule-based method proposes
to combine both, the network elements associated with the
transport mode to identify, and the elements associated with other
means of transport. We performed a comparison between our
proposed method and another geospatial rule-based method, by
applying a real-world representative dataset with a target class
imbalance. We evaluated the performance of both methods with
five experiments, using the area under the Receiver Operating
Characteristic curve as metric. The results show that the tested
methods achieve the same false positive rate. However, our
method identifies correctly 84% of the true positive samples,
i.e., the highest performance in our test data (data collected in
Belgium). The proposed method can be used as a part of the
post-processing chain in transport data to perform transport and
traffic analytics in smart cities.

Keywords–Transport mode classification; Crowdsourcing;
Tracking data; Receiver operating characteristic.

I. INTRODUCTION

Mobility surveys are carried out around the world with the
purpose of discovering the behavior of citizens according to
the transport mode [1]. Knowing the demand for transport ser-
vices helps cities to manage and improve their transportation
systems. Different strategies, such as questionnaires, interviews
or space-time diaries have been used to collect travel data
in the past. With the advent of smart-phones, that integrate
sensors, such as Global Positioning System (GPS) receivers,
crowdsourcing has come to the scene as a new tool to gather
mobility data, either using a travel diary app or as a background
location-aware service. Hence, automatic public-transport clas-
sification becomes the key element to capture user’s activity
patterns as well as to perform transport and traffic analytics.

Therefore, the identification of public transport modes has
become an active research area [2]. For instance, Transmob
project [3] provided users with mobility cards as a single
payment method to pay bus, tram, subway and train tickets,
parking at garages or streets, and shared bike rentals. M-card10
[4] is a smartphone application of De Lijn, the Flemish bus
agency, in which commuters can buy up to 10 public transport

tickets. The app activates a ticket when getting on a bus or
a tram. These ticket-based systems provide information for
automatic public transport mode detection. However, users
must generate events, check-in and check-out, to identify each
mode accurately. Live positioning systems [5][6] take advan-
tage of the capabilities of Geographical Information Systems
(GIS) to perform transport-mode classification on tracking
data collected through cell phones. Such systems require the
integration of tracking data with open access or proprietary
GIS layers for generating geospatial data to discover new
knowledge.

In several studies, GPS data is used because of the temporal
aspects, accurate information about travels and geographical
aspects when it is combined with GIS data, such as Open Street
Map (OSM) transport network [5][7]–[9]. These studies are
aimed to identify transport mode using a rule-based approach.
A common factor among those methods is to use network
elements related to the transport mode for the automatic
transport mode identification, e.g., train segments will only
cross railways and train stations. In this paper, we named
these kind of elements as Passing Points (PP). Our approach
for transport mode classification also considers traffic network
elements that do not belong to the transport mode to be
identified. We called these elements Non Passing Points (NPP).

Usually, researchers focus only on reporting the success
rates of their proposed systems. However, when a represen-
tative dataset is used, real case scenarios, this is typically an
unbalanced classification problem where it is easy to classify a
sample as non-class to get a high accuracy and precision [10].
Hence, we focus on the true positive rate to report our
outcomes. Our method performs transport mode classification
(e.g., train) using the network elements associated with the
transport mode to identify (e.g., train stations and railways),
but we also consider elements associated with other means of
transport (e.g., motorway junctions) to filter out false positive
trip segments. In this paper, we perform a comparison between
an improved version of our methodology [6] and the work
described by Gong et al. [5]. We evaluated both techniques by
applying them on an extensive labeled dataset collected during
a mobility campaign. Results show that the probability of
falsely rejecting train trips decrease when Non Passing Points
are considered into the method.
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The remainder of the paper is organized as follows. In
Section 2, we present an overview of the works that use
the transport network information, and position our approach
related to the state-of-the-art. In Section 3, we describe the
methodology used to compare the tested methods. In Section
4, we explain the evaluation process used to compare the tested
methods. Furthermore, in Section 5, we perform experiments
with the tested techniques, followed by the results and discus-
sion at Section 6. The final section includes the concluding
remarks.

II. GPS AND GIS TRANSPORT MODE CLASSIFICATION

Nowadays, mobility survey studies are carried on with GPS
technology. Transport and traffic analytics require that GPS
raw data are post-processed to identify transport modes. Some
studies follow a fuzzy logic approach to carry on this task. The
study by Schüssler et al. [11] combines GPS data as well as
accelerometer data and the locations of public transport stops
to derive stage start and end times and transportation modes.
They report an accuracy of 92.5%. The study by Rasmussen
et al. [12] implemented a three stage method which combines
GIS rules and fuzzy logic. The method to identify rail trips
was very efficient; however, there are two differences among
our studies. First, they use a small dataset to test their method
while our is bigger and follows an official statistics distribution.
Finally, a dedicated GPS device was used by them during the
data collection while in our case data was gathered through
crowdsourcing using smartphones, so the resolution and the
quality data are different [13]. The study by Biljecki et al. [14]
used geographical data to calculate some indicators, such as
the proximity of the trajectory to the network to perform the
classification of single-mode segments. The accuracy of their
method is 91.6%, however they do not report the accuracy by
each transport mode.

Another alternative are the rule-based approaches where
spatial operations are used for filtering out trip segments that
do not correspond to the target transport mode to identify.
They can achieve similar results compared to machine learning
approaches [15]. The study by Stopher et al. [8] used the con-
textual information from the user (e.g., if the household has any
bicycles), or from the transport network (e.g., most bus stops
are located midway along blocks) to build a probability matrix
to determine if the user is walking, biking or driving. Then,
motorized vehicle trips are identified using street and public
transport GIS layers using an elimination process looking for
what happens before and after the trip segment analyzed (e.g.,
public transport trips usually are among walking trips). This
study used a dedicated GPS device. Data logging was sporadic
in buses or it was non-existent in trains. They classified a
segment as a train segment when the starting and/or ending
point was on a railway. They do not report the accuracy per
transport mode however they report an overall success rate of
about 95%. Bohte and Maat [9] also use a similar approach
comparing the starting and ending points of a trip against the
locations of train stations of the rail network however they
apply more rules to these points under the assumption that
a train trip take place between the two trips. They report a
success rate 34% for train trip classification.

Gong et al. [5] developed a rule-based methodology to
identify five transport modes (walk, subway, rail, car and bus).
This study was carried in New York city, using a dedicated

GPS device. They report the best success rate (35.7%) for
train trip classification to the best of our knowledge. Therefore,
we will perform a comparison with this method. Our studies
have some similarities and differences. The study by Gong
et al. was applied over a small dataset which contains data
generated by 63 volunteers in one week while our was applied
to a large crowdsourcing dataset; however, both dataset are
made of multimodal trips. Our studies differ in the data
collection method, they used a dedicated GPS device while
we used cellphone devices. Regarding to the techniques, both
use train station elements from a GIS layer for classifying
transport mode of GPS segments likewise the previous studies
mentioned, but only both use railway elements to determine
alignment between GPS points and the rail network. Our
technique exploits traffic network elements that belong to
others transport network to improve the elimination process,
i.e., those segments that cross elements, such as motorway
junctions and train stations will be excluded.

III. METHODOLOGY

This paper presents a comparison among two rule-based
methods that perform transport mode classification using GPS
and GIS data.

Gong et al. [5] classifies four transport modes: bus, car,
foot and train. However, we modified the output to focus only
on train classification. This method uses five rules to identify
walking segments, four rules to identify train segments, and
finally four rules to classify bus and car segments. This method
uses rail stations and rail links to establish whether the GPS
points that belong to a trip segment follow the railway or not.
The rules used to detect train trips in this study are listed as
follows:

1) Distance from first point of trip segment to the nearest
subway entrance <100 m or to the nearest commuter
rail station <200 m; or distance from first point of
trip segment to nearest subway or commuter rail link
endpoint <200 m

2) Distance from last point of trip segment to nearest
subway entrance <100 m or to the nearest commuter
rail station <200 m; or distance from last point of
trip segment to nearest subway link endpoint <200
m

3) Distance from each point of trip segment to nearest
subway or commuter rail link <60 m

4) If possibly elevated train, then distance from each
stopped point to nearest subway station <184 m or
to the nearest commuter rail station <311m

In our work, the transport mode classification is performed
based on the assumption that a train trip segment is a trip
segment which along its path includes at least one train
station, follows the railway and does not include other transport
network elements, such as motorway junctions. We use a set
of rules to filter out all those trips that do not comply with
these characteristics.

First, we smoothed the segments using a speed-based filter
to filtered out GPS point with high speed. We used 300 km/h
as threshold due to the high-speed trains that uses part of
the railway network. Second, we extracted Passing Points,
such as train stations and railways, and Non-Passing Points,
such as motorway junctions, from OSM. Then, Non-Passing
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elements that intercept with Passing elements were excluded
(e.g., using a 100 meters buffer around railways, we excluded
motorway junctions which were close to railways). Third, we
performed spatial operations to filter out non train segments.
The smoothed trip segments were intercepted with train station
buffers to keep segments which cross train stations. The
remaining segments were intercepted with motorway junctions,
which are distant from railways, to filter out every possible
car segment. Finally, a distance-based filter between the GPS
points of the remaining segments and railways was applied
to filter out segments that are not following the railway. The
remaining trip segments correspond to the train trip segments.

We designed five experiments for testing our proposed
method. In each experiment, we built a classifier following
the rules of each method. We identified three parameters in
common among the methods: the train station buffer radius,
the amount of necessary GPS points, and the distance between
GPS points and railways.

IV. EXPERIMENT EVALUATION

A. Dataset
In this study, we used a labeled subset of 4,534 trip

segments, which correspond to 178 devices from the dataset
collected during the GPSWAL mobility survey, a crowdsourc-
ing travel survey carried out between 2016 and 2017 by the
L’Institut Wallon de l’évaluation, de la Prospective et de la
Statistique (IWEPS), in Belgium. This dataset was described
in our previous work [6]. Figure 1 shows a sample of GPSWAL
segments.

Figure 1. Subset of trip segments collected during the travel survey
GPSWAL in Belgium.

The distribution of the trip segments by transport modes
follows the modal split described by the Flemish Travel
Behavior Survey OVG 5.1 [16] and is depicted in Table I.

TABLE I. MODAL SPLIT OF THE TRIP SEGMENTS

Transport mode OVG 5.1 Segments
Bike 12.41% 660
Bus 2.78% 148
Car 69.62% 3703
Foot 11.41% 607
Train 1.69% 90

To implement both methods, we used four GIS data sources
to extract transport network elements. The following layers

were created and data transformation and cleaning processes
were performed over them:

1) Bus stops from bus agencies: De Lijn, TEC Walloon
and MIVB/STIB Brussels

2) Train stations from OpenStreetMap
3) Railways from OpenStreetMap
4) Motorway junctions from OpenStreetMap

B. Evaluation
Each experiment was repeated changing the threshold of

the parameters to find the best classifier, i.e., every possible
combination of the parameter values was evaluated. We com-
puted a confusion matrix for every operating point to gather
information about the classifier’s performance. The following
rates were calculated using the confusion matrix:

ACC =
(TP + TN)

(FP + FN+ TP+ TN)
(1)

PRE =
TP

(TP + FP)
(2)

TPR =
TP

(TP + FN)
(3)

FPR =
FP

(FP + TN)
(4)

where TP is the True Positive, FP is the False Positive, FN
is False Negative, and TN is True Negative. Here, ACC and
PRE are accuracy and precision, respectively. These rates are
valid only for one single operating point. Shifting the decision
threshold of the classifier, we plotted values of True Positive
Rate (TPR) against False Positive Rate (FPR). The resulting
curve is called a Receiver Operating Characteristic (ROC)
curve [17]. ROC graphs are useful tools for selecting models
for classification based on their performance with respect to
the false positive and true positive rates [18]. Figure 2 shows
those ROC for the first experiment.
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Figure 2. ROC curves for iteration of experiment 1: distance between GPS
points and railways is 30 m, train station buffer is 100 m.

The optimal classifier in every experiment was selected
using the ROC Area Under the Curve (ROC AUC). In general,
a ROC AUC with the highest value identifies the classifier
with the best performance. To identify the operating point
that represents the combination of parameters with the best
performance, we computed the Euclidean distance to the top-
left corner of the ROC curve for each cutoff value. This is
defined as follows:
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d =

√
(1− TPR)2 +TPR2 (5)

where TPR is the true positive rate and FPR is the false
positive rate. We selected the best operating point based on the
lowest distances to the corner. Finally, using the ROC AUC
and the Euclidean distance metrics, we perform the comparison
between the five classifiers.

V. EXPERIMENTS

Before performing the experiments, we determined the
threshold of each parameter.

In the literature, spatial buffer size has been used in other
studies to analyze public transport facilities [19], transport
classification [5][14] or public transport flow analysis [20].
This parameter usually ranges from 20 to 1000 meters. Gong
et al. [5] fixed the radius value in 200 m. Figure 3 shows how
many train segments cross the train stations when the buffer
radius increases. In our method, it was fixed in 100 m, 93.33%
of the train segments cross at a distance less than or equal
to this. For the benchmarking, we performed the experiments
using these two values to set the buffer radius.
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Figure 3. Number of train segments crossing around train stations.

Gong et al. [5] used the total number of GPS-point’ seg-
ment for classifying, i.e., 100% of GPS points. We wondered
which is the minimum amount of GPS points from a train trip
segment to classify it as such. We changed this parameter in
steps of 5% in each iteration, ranging from 5% to 100%.

The distance between GPS points and railways was fixed
to 60 meters in the study by Gong et al. [5]. We analyzed the
labeled train segments to determine the appropriated range of
values to change the threshold of this parameter. We found that
GPS points from train segments were in average 18.19 meters
far from rail ways, while the maximum distance was 217.56
meters. Hence, the possible values of this parameter are in a
range between 15 and 220 meter, we changed this parameter
in steps of 5 meters in each iteration.

The first experiment consisted in applying our method [6]
to the labeled dataset. The results have shown that there are
misclassified train segments; this occurred when a segment
crossed more than one train station, but it does not use
railways. Another issue not handled by this version was the
non-classification of train segments when they cross only one
train station. We improved our method incorporating a stage
to filter further non-train segments using the amount of GPS
points needed per segment as well as the distance between

those points and the rail ways. We compared the performance
of both versions computing a confusion matrix in each case.
The values of the confusion matrices are shown in Figure 4.
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Figure 4. Confusion matrix of the proposed method.

We evaluated our improved method to determine which are
the best parameter values to built the classifier. The parameter
values, performance rates, and metrics calculated for the best
classifier of this experiment are shown in Table II.

The second experiment consisted in the implementation of
the method by Gong et al. [5]. We configured the parameters
according to the values established in their method. Figure 5a
shows the confusion matrix computed after applying this
method on the labeled dataset. Figure 5 shows the confusion
matrix of the classifier modified to focus only on train classi-
fication. We evaluated the method to determine which are the
best parameter values to built the best classifier. The confusion
matrix for the best operation point is shown in Figure 6a.

T
ru

e
 l

a
b

e
l

Predicted label

bus

bus

driver

driver

foot

foot

train

train

3

20

5

0

144 1 0

120

142454 6

82 3 5

3662

3500

3000

2500

2000

1500

1000

500

0

(a) Transport mode classification.

Train

No train

Train No train

5

7

Predicted label

85

4451

T
ru

e
 l

a
b

e
l

(b) Train classification.

Figure 5. Confusion matrix of the Gong et al. method applied to the dataset.

We performed three additional experiments combining the
rules used by Gong et al. [5] for detecting train trips. Ex-
periment three consisted in combining rules one and three,
so this experiment analyze the starting point and how far the
GPS points which belong to a segment are from the railways.
Experiment four combines rules two and three. In this case,
ending points and how far the GPS points which belong to a
segment are analyzed. The last experiment uses rules one or
two combined with rule three. Hence, segments that start or
end in a train station are analyzed in conjunction with how far
their GPS points are from the railways.

The confusion matrices at the best operating point for each
experiment performed with Gong et al. [5] method are shown
in Figure 6. The parameter values, performance rates, and
metrics calculated for the best classifiers are shown in Table II.
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TABLE II. PARAMETER VALUES, RATES, AND METRICS FROM THE BEST CLASSIFIER OF EACH EXPERIMENT

Experiment ROC AUC Euclidean distance Train station buffer Min GPS points (%) Min rail distance FPR TPR Accuracy Precision
1 0.0685 0.16 100 30 30 0.02 0.84 97.43 42.46
2 0.0004 0.87 200 20 15 0.01 0.13 97.85 37.50
3 0.0079 0.72 200 25 25 0.01 0.25 97.76 40.32
4 0.0201 0.47 200 25 20 0.01 0.53 97.96 48.49
5 0.0423 0.32 200 25 25 0.02 0.68 97.65 43.89
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Figure 6. Confusion matrix of the best operation point for each experiment
with Gong et al. method.

VI. RESULTS AND DISCUSSION

This section presents the results of the performed compar-
isons. We have evaluated two methods through five experi-
ments, one corresponds to our method which uses Passing and
Non-Passing Points and four correspond to Gong et al. [5]
method which uses only Passing Points. The dataset has an
unbalanced set of classes, e.g., the target class represents only
1.69% of the data.

Before benchmarking, we performed the value choice of
the three parameters in common between the methods: the
train station buffer radius, the amount of necessary GPS
points, and the distance between GPS points and railways. In
each experiment, we selected the classifiers that maximize the
relation between the true positive rate and the false positive rate
instead of only considering the accuracy or precision. Figure 7
shows the benchmarking using the ROC AUC as metric. The
parameter values, computed rates and metrics of each ROC
curves are showed in Table II.

Results showed that the ROC AUC in experiment two had
the lowest values. After analyzing this scenario, we realized
that rules of the method by Gong et al. [5] were too restrictive
for the used railway network and dataset quality [21]. Because
of this, we performed three other experiments to test its
behavior with less restrictive rules. This classifier has an
accuracy of 97.85% while its true positive rate is 0.13, the
lowest among the experiments. The results of experiment three
showed us an improvement of the method by Gong et al. [5]
in the identification of positive cases when only rules one
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Figure 7. Benchmarking for the five experiment using the ROC AUC metric

and three are combined. In comparison with experiment two,
we observed that in this experiment the true positive rate and
precision are better, however the accuracy is lower. The results
of experiment four showed a good performance, i.e., when only
segments and end train stations are used. This experiment had
the highest rate values when we applied the method by Gong
et al. [5] to the dataset. Nevertheless, the ROC AUC value does
not represent the best classifier with this method. Experiment
five used a combination between rule number one or two with
rule number three used. In this case, the results showed the
best ROC AUC value using the method by Gong et al. [5]
besides having the best true positive rate among experiments
with this method. However, the number of false positive cases
increased.

When comparing the results obtained from the bench-
marking between the method by Gonzalez and the proposed
method, we determined that our classifier presents a better
performance in relation with the true positive rate. For instance,
we classified correctly 84 trips out of every 100 train trips,
while the method by Gong et al. [5] only identified 68 trips.
However, both methods misclassified 2 train trips in every 100
trips.

VII. CONCLUSION AND FUTURE WORK

In this paper, we reported a comparison performed among
location based methods which aim to classify transport mode.
We have also presented the design, execution and results of
the experiments performed with each method. Additionally,
the influence of the parameters of the tested algorithms has
been experimentally studied with the purpose of performing a
fair comparison. Finally, we have shown the results of the best
classifier according to the ROC curves.

The objective of this paper was to perform a comparison
between a methodology that only uses Passing Point elements,
and a methodology which uses both Passing and Non-Passing
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Points, applying both on a dataset where the transport-mode
classes are unbalanced. Previous works in transport mode
classification only report successful rate but the results showed
that in addition to calculate the accuracy and precision of
a method, it is also necessary to calculate the true positive
and false positive rates to evaluate the classifier performance.
According to the ROC graph, the proposed method has the
greatest ROC AUC value, i.e., it has a better performance
in comparison with the method by Gong et al. [5]. The
true positive rate of the proposed methodology is 84% in
comparison with 64% obtained by the best classifier using the
method by Gong et al. [5]. For future work, we plan to apply
the proposed method to classify other transport modes (e.g.,
bus) or combining it with other kind of techniques. We also
plan to explore transport classification with unbalanced classes
using crowdsourcing data.
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Abstract—Spoofing of the Global Navigation Satellite System 

(GNSS) open service (unencrypted) signal is of continuous 

interest to professionals and non-professional users. The main 

reason for this is the risk of unaware use of manipulated GNSS 

data, which becomes extremely relevant in all Safety-of-Life 

(SOL) Position-Navigation-Timing (PNT) applications, such as 

aircraft navigation or high precision time synchronization of 

traffic control systems. In this paper, we aim to develop an 

approach to detect spoofing of the GNSS signal based on the 

machine learning technique. The developed approach shows 

high potential in detecting the spoofed signal in the sequence of 

the non-spoofed GNSS signals by achieving the success rate of 

96%. 

Keywords-Global Navigation Satellite System; Spoofing; 

Support Vector Machines; Safety-of-Life; Position-Navigation-

Timing; GPS; GNSS; PNT; SVM; SOL 

I.  INTRODUCTION 

Spoofing of the GNSS open service (unencrypted) signal 
is of continuous interest to both GNSS industry and users [1] 
due to risk of unaware use of manipulated GNSS data in 
Safety-of-Life PNT applications, such as aircraft navigation 
or high precision time synchronization of traffic control 
systems. With advances in digital signal processing and 
availability of the electronic components required to build 
transmit capable Software Defined Radio (SDR) type of 
spoofers, the threat of GNSS signal spoofing proliferates and 
requires effort to implement spoofing detection at the GNSS 
receiver level.  

The GNSS measurements performed by the user’s 
receiver contains a number of observables whose monitoring 
and cross-correlation can be used to detect the GNSS 
spoofing, latest at the stage of generating Position-Velocity-
Time (PVT) solution within the receiver. One of the known 
spoofing techniques, the Time Synchronization Attack (TSA) 
[2] is based on the manipulation of GNSS receiver clock offset 
by exploiting clock drift (time derivative of the clock offset) 

estimates, affecting pseudorange measurements and 
consequentially PVT solution. 

In this paper, we examine the potential to detect the GNSS 
signal spoofing by applying the machine learning approach, 
namely the Support Vector Machines (SVM) classification. 
Among several GNSS spoofing detection methods being 
discussed in details in [1], detection by observing time 
manipulation or discrepancies within the GNSS receiver 
proves to be a challenge [2], and its implementation requires 
subtle approach when compared to others (such as signal 
angle-of-arrival, strength, doppler shift as the relative speed 
between satellite/spoofer and receiver, signal-to-noise ratio, 
and signal polarization [3]). The approach to monitor the clock 
bias by employing SVM classification of multiple variables 
used in different processing stages within the GNSS receiver 
has been chosen due to dynamic characteristics of the target 
receivers (moving aircraft relative to the spoofer), and 
computational effectiveness of the algorithm expressed as a 
scalable runtime in regard to the number of input samples. The 
literature suggests that in the latter case, the SVM 
classification emerges as an concurrent choice [4]. 

The paper is composed as follows: Section 2 gives a detail 
insight into the data set and the method description. This is 
followed with the results and the discussion sections. Section 
5 presents the conclusion remarks. 

II. DATA AND METHOD 

A. Dataset description 

Spoofing dataset (with matched power attack) has been 
generated with a modified Spirent GNSS signal and 
constellation simulator connected to a Wave Field Synthesis 
(WFS) anechoic chamber at the Fraunhofer FORTE facility 
[5][6]. The six channels represent the “authentic” GNSS 
signal. In parallel, the six other channels have exactly the same 
parameters, including the simulated spoofing attack. The 
spoofer only gets enabled for three minutes in the test 
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scenario, so dataset includes non-spoofed and spoofed epochs. 
In our spoofing scenario, same used in [3], the spoofing attack 
hijacked the Pulse-Per-Second (PPS) output of the receiver 
because of the programmed clock divergence. Spoofing attack 
generated was an intermediate timing attack with 5 ns/s rate 
of time pulling. 

The GNSS open services in general, such as Global 
Positioning System (GPS), have their navigation message 
modulated together with Coarse/Acquisition (C/A) code onto 
a carrier at the L1 frequency.  The navigation message 
together with C/A ranging code provides users with the 
necessary information to generate the PVT solution. The 
navigation message data includes: the ephemeris parameters, 
required to compute the satellite coordinates, the timing 
parameters and clock corrections, used to compute satellite 
clock offset, the service parameters with satellite health 
information, ionospheric parameters model required to 
compensate for ionospheric propagation delay, and the 
almanac, allowing the computation complete satellite 
constellation required to perform rough initial localisation of 
the user’s receiver during signal acquisition phase. 

GNSS receiver decodes the navigation messages and 
together with use of C/A ranging codes provide observables, 
of which the following parameters are used in our model 
(Table I.). 

TABLE I. OBSERVABLES OUTPUT OF THE  BASEBAND PROCESSING STAGE OF 

GNSS  RECEIVER 

Parameter Unit Description 

Receiver clock drift ppm Receiver clock drift relative to system 
time (relative frequency error) 

Receiver clock bias msec Receiver clock bias relative to system 
time 

Code variance cm2 Estimated code tracking noise variance 

Carrier variance mcycle2 Estimated carrier tracking noise variance 

C/N0 dB-Hz Carrier-to-noise density ratio per channel 

PR m Pseudorange user-to-satellite 

L cycles Full carrier phase  

Next to the variables present in Table I., we manually 
labelled the records that represent spoofed signal. Hence, we 
created an additional variable called Class that indicates 
weather the exact record belongs to the spoofed period or not. 
This variable will be used as the dependent categorical 
variable in our classification problem. 

B. Support vector machines classification 

Support Vector Machines (SVM) are supervised machine 
learning algorithms which can be used both for classification 
[7][8] or regression analysis [9][10]. In further description, we 
will focus on the SVM classification analysis as the GNSS 
spoofing problem, having the categorical dependent variable 
with two possible values (signal spoofed or not-spoofed), 
corresponds to the classification problem.  

The SVM classification method relies on the concept of 
decision hyperplanes that define decision boundaries 
(separate between a set of objects having different class 
memberships). However, in practical applications, this task is 
not very simple and use of structures more complex than linear 

ones is needed to correctly classify the objects. For this 
purpose different mathematical functions, also called kernels, 
can be used in order to map objects in the n dimensional space 
[11][12]. Such mapped objects aim to have structures that are 
easier to separate, based on the class membership, than the 
original set of objects for which the mapping was not 
preformed. To do so, we firstly divide our dataset in two parts: 
the training (𝑍1) and the test dataset (𝑍2). This division is 
made based on the 75%-25% principle, randomly sorting the 
75% of data into the training set and 25% into the test set. As 
we wanted to obtain scalable runtime in regard to the number 
of input samples we selected the C-SVM classification type 
for our problem. The literature suggests that in such cases the 
C-SVM is a better option over, for example, nu-SVM 
classification [4]. For the applied C-SVM type, the 
minimization error function is defined as:  

1

2
𝑤𝑇𝑤 + 𝐶 ∑ 𝜉𝑖

𝑁

𝑖=1

  

subject to the constraints: 

𝑦𝑖(𝑤𝑇  𝜙(𝑥𝑖) + 𝑏) ≥ 1 −  𝜉𝑖  

𝜉𝑖 ≥ 0 

where: 

 𝑖 = 1, … , 𝑁 ,  
w - the vector of coefficients;  
C - the capacity constant;  
b – constant;  

𝜉𝑖  - parameters for handling non-separable data (inputs).  
 

The index i labels the N training cases (𝑦 𝜖 ± 1 represents 
the class labels and xi represents the independent variables). 

The 𝜙  stands for kernel function, which in our case is the 
Radial Basis Function (RBF) that transforms input to the 
feature space: 

𝐾(𝑋𝑖 , 𝑋𝑗) = 𝜙(𝑋𝑖) ∙ 𝜙(𝑋𝑗) = exp (−𝛾 |𝑋𝑖 − 𝑋𝑗|
2

)  

To map the multiclass problem into binary classification 
problem, we applied one-against-all approach. However, the 
values of capacity constants C (1) and γ (4) are important to 
keep the training error small and in order to generalize well 
[13]. Since it is not possible to know beforehand the best 
values of these constrains for a given problem, we applied the 
incremental grid-search on C, in range from 1 to 10, with the 
step equal to 1, and γ, in range from 0 to 0.5, with the step 
equal to 0.01. The values that achieved the best average 10-
fold cross-validation accuracy were chosen for use on the test 
data. These values were 10 for C and 0.125 for γ. 

For the v-fold cross-validation, the total number of cases 
was divided into 𝑣 , where 𝑣 = 10,  sub samples 
𝑍1, 𝑍2, . . . , 𝑍𝑣 of equal sizes  ( 𝑁1, 𝑁2, . . . , 𝑁𝑣 ). The v-fold 
cross-validation estimate is the proportion of cases in the 
subsample 𝑍  that are misclassified by the classifier 
constructed from the subsample  𝑍 −  𝑍𝑣 . This estimate is 
calculated in the following way: 

𝑅(𝑑(𝑣)) =
1

𝑁𝑣

 ∑ 𝑋(𝑑(𝑣)(𝑥𝑛)

(𝑥𝑛 ,𝑗𝑛)∈𝑍𝑣

≠ 𝑗𝑛) 
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where 𝑑(𝑣)(𝑥) is the classifier calculated from the sub sample 

𝑍 −  𝑍𝑣 and X is the indicator function for which is valid: 

𝑋 = 1, if the statement 𝑋(𝑑(𝑣)) ≠ 𝑗𝑛) is true 

𝑋 = 0, if the statement 𝑋(𝑑(𝑣)) ≠ 𝑗𝑛) is false. 

The test sample estimate is the proportion of cases in the test 

dataset that are misclassified by the classifier constructed from 

the learning dataset. This estimate is computed in the 

following way: 

𝑅(𝑑) =
1

𝑁2

 ∑ 𝑋(𝑑(𝑥𝑛)

(𝑥𝑛,𝑗𝑛)∈𝑍2

≠ 𝑗𝑛) 

III. RESULTS 

The overall success rate of the proposed approach was 
96.4%, whereas the cross-validation error was slightly higher 
(96.8%). In total, 57 support vectors were used, of which 28 
belonged among the “authentic” GNSS observations and 29 
among the spoofed GNSS signal observations. In Table II. the 
overall summary of the obtained results is shown.  

TABLE II. MODEL SUMMARY 

  Value 

Number of independents 8 

SVM type Classification type 1 

Kernel type Radial Basis Function 

Number of SVs 57 (52 bounded) 

Number of SVs (authentic GNSS signal) 28 

Number of SVs (spoofed GNSS signal) 29 

Cross -validation accuracy 96.765 % 

Class accuracy (training dataset) 96.765 % 

Class accuracy (test dataset) 95.359 % 

Class accuracy (overall) 96.414 % 

Considering the confusion matrix shown in TABLE III., 
none of the authentic GNSS signal records was confused to be 
the spoofed record. However, 3.6% of the records were 
misclassified as the authentic GNSS signal record, whereas 
they belonged among the spoofed signal records.  

TABLE III. CONFUSION MATRIX 

  
Authentic GNSS signal Spoofed GNSS signal 

Authentic GNSS 
signal 

88.34% 0.00% 

Spoofed GNSS 

signal 
3.64% 8.02% 

The correlation matrix (Table IV.) shows the correlations 
among all the variables used in our model. Those marked with 
blue colour are significant at p < 0.05. One can see that this 
includes all the variables except the Code variance, for which 
the correlation with the Class indication is not statistically 
significant at p < 0.05000. The highest correlation is noted for 
the Carrier variance, indicating that 56.25% of the variations 
among the Class variable can explained by the Carrier 
variance. However, among the predictor variables, the highest 
correlation (0.99) is noted among the Receiver clock bias and 
Receiver clock drift.  

Fig. 1 shows the Receiver clock drift per each second (on 
the x axis). One can clearly notice the indication of the 
spoofing period starting around 130 seconds into the test, 
lasting a bit less than 3 min (recording being started 50 
seconds into the test). Fig. 2 shows the same period per each 
of the six channels (each channel corresponding to the satellite 
tracked). The initial jump in the Carrier-to-Noise density ratio 
clearly marks the beginning of the spoofing period, whereas 
the jump gets smoother after the initial jump in the value. 

 
 
 

TABLE IV. CORRELATIONS TABLE 

  

Code 

variance 

[cm2] 

Carrier 

variance 

[mcycle2] 

C/N0  

[dB-Hz] 

PR  

[m] 

L  

[cycles] 

Receiver 

clock bias 

[ms] 

Receiver 

clock drift 

[ppm] 

Class 

Code variance [cm2] 1.000 0.322 -0.309 0.215 0.215 0.209 -0.066 0.049 

Carrier variance [mcycle2] 0.322 1.000 0.278 0.406 0.406 0.405 0.359 0.750 

C/N0 [dB-Hz] -0.309 0.278 1.000 -0.134 -0.134 -0.125 0.427 0.537 

PR [m] 0.215 0.406 -0.134 1.000 1.000 0.999 0.259 0.376 

L [cycles] 0.215 0.406 -0.134 1.000 1.000 0.999 0.259 0.376 

Receiver clock bias [ms] 0.209 0.405 -0.125 0.999 0.999 1.000 0.257 0.375 

Receiver clock drift [ppm] -0.066 0.359 0.427 0.259 0.259 0.257 1.000 0.556 

Class 0.049 0.750 0.537 0.376 0.376 0.375 0.556 1.000 
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Figure 1. Receiver clock drift. 

 

Figure 2. Carrier-to-Noise density ratio of the satellites used. 

IV. DISCUSSION 

In our spoofing scenario, the spoofing attack hijacked the 
Pulse-Per-Second output of the receiver through the 
programmed clock divergence. Spoofing attack generated was 
an intermediate timing attack with 5 ns/s rate of time pulling. 
The results indicate that the proposed approach can be 
successfully used to detect GNSS spoofing that corresponds 
to the above-described scenario. Due to risk of unaware use of 
manipulated GNSS data, this is highly relevant for all GNSS 
applications. However, it becomes particularly relevant when 
it comes to Safety-of-Life PNT applications, such as aircraft 
navigation, or high precision time synchronization of traffic 
control systems. The former proves as a challenge due to 
GNSS receiver being a moving target, as opposed to the latter 
where a target is a fixed GNSS timing receiver. 

The confusion matrix indicates that the proposed machine 
learning based approach was able to correctly detect weather 
the signal spoofed or the authentic one in 96.4% of the cases. 
However, the remaining 3.6% of the cases were confusions 
made between spoofed GNSS signal records that were 
misclassified as the authentic ones. Considering the Safety-of-
Life applications, this is less preferred scenario (over relaxed 
one) compared to the possibility to misclassify authentic 
signal as the spoofed one (over causes one). Hence, there is 
still a room to improve the proposed approach.  

The correlation matrix indicates the statistically relevant 
correlation among the variables selected for our model 

(significant at p < 0.05). One can also notice very high 
correlation among Receiver clock bias, Pseudorange, and 
Phase cycle variables. Such a high correlation indicates that 
sub selection of variables would be able to explain the 
variation between the indication of the spoofed and the 
authentic GNSS signal in an equally efficient manner. Hence, 
our future research will focus on simplification of the model 
in terms of the possibility to exclude some of the considered 
predictor variables and their replacement with potential 
predictors that could affect the confusion. Although the 
achieved success rate is quite high, for Safety-of-Life 
applications, we would aim look for a model, even with the 
similar success rate (if not possible to achieve the highest 
success rate), that would result in an over causes scenario, 
rather than the over relaxed one.  

V. CONCLUSION AND FUTURE WORK 

Our research included synthetically generated GNNS 
signal over six channels (for six satellites) with simulation of 
the spoofing attack. By indicating the spoofing attack among 
the correct records (ones corresponding to the authentic 
signal), we have created a dataset that could be used for 
learning to recognise the spoofing attack in the machine 
learning approach. For the following, we have adopted the 
support vector machines-based approach. The achieved 
results show a high success rate in detecting whether the signal 
was spoofed or not (96.4%). However, the confusion matrix 
indicates that there is a space for the improvements in order to 
be able to use the suggested approach in the Safety-of-Life 
applications, such as aircraft navigation high precision time 
synchronization of traffic control systems. The correlation 
matrix also indicates that there is a possibility to improve the 
suggested approach, without increasing the complexity of the 
problem. This can be done by replacing the part of the 
predictor variables (those with the high correlation among 
them) with ones that could explain the part of the variation, 
among the spoofed or not-spoofed signal indication, which is 
not explained by the variables already present in the model.  
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Abstract— Flexible transit services, such as Route Deviation
Bus, or RDB, match the features of fixed-haul traditional
transit and demand-responsive service. They have been proven
to be efficient on the grounds of both cost and performance in
many low-density residential areas. This paper deals with a
special form of advanced public transport operations, which is
known by different names, such as route deviation line, point
deviation bus line, corridor deviation line and checkpoint dial-
a-ride. We present the results of a design analysis performed
on a real network using a model proposed for the Route
Deviation Bus problem, which is based on mixed integer linear
programming. The study network is located in Campi
Bisenzio, a small town in the surroundings of Florence (Italy).
This urban area is characterized by a low level of the transit
demand for the major part of the day. Two decades ago, the
traditional line-haul system has been replaced with a mixed
advance request and immediate request Dial-a-Ride system. In
this paper, first, the RDB problem is briefly summarized.
Second, the model is applied to the real case of Campi Bisenzio
and the results drawn from the model application are shown in
comparison with the existing on-demand service management
as a mixed operations Dial-a-Ride system. We simulated the
RDB service operating in the actual scenario and then we
compared the two different operations modes, calculating their
respective values in a set of performance indexes. In such a
study case, the existing mixed Dial-a-Ride operations mode
results are better than the switching to a route deviation bus
service. However, this result seems to be highly influenced by
the particular frame of the underlying street network.
Nevertheless, we can view the obtained results as a meaningful
trial performed on a real scale that highlights boundaries and
better defines the application domain of the more frequently
applied new RDB service operations for the low transit
demand management. Finally, our results show that a route
deviation strategy is more suitable to accommodate rejected
requests, that is, those for which it is impossible to schedule the
call, than any Dial-a-Ride strategy.

Keywords - Flexible route design and planning; Route
Deviation Bus operations; Dial-a-Ride transit systems; Integer
programming.

I. INTRODUCTION

There are some transport systems that serve a low
demand in time and/or in space. In such cases, the optimal
service strategy must be suited in a way as to follow the
demand.

Many types of transport systems operate under the so-
called “demand responsive” manner. Among them, there is
the route deviation system, also called Route Deviation Bus,
or RDB, line. The RDB system consists of a number of
tracks pertaining to the main route, and of other tracks
pertaining to deviations. Passengers can be grouped in three
different clusters: in the first cluster there are passengers
boarding at main route stops that come before the deviate
stop; the second cluster groups passengers alighting at main
route stops that follow the deviate stop; the third cluster
counts passengers at the deviate stop.

Such a classification leads directly to understanding that
every objective function for the RDB problem must have at
least two terms: the first one is the disutility that deviations
impose, as an extra in-vehicle time, on passengers of the
main route; the second one is the amount of benefit attained
from those passengers that use deviated stops. The operating
mode of RDB will be reviewed in short in the following
section.

Major advantages of a route deviation service include:
- Increasing of the area served by a vehicle ;
- Better service productivity, through reducing empty

vehicle trips;
- Improving system accessibility, by shortening walking

distances.
However, this flexibility has an upper bound in terms of

increase of the timetable adherence variance for base line, or
main route, stops. Nevertheless, until now and as far as we
know, the RDB problem has received little research
contributions as mathematical model formulation when
compared to the fixed line-haul problem. Studies of route
deviation systems are reported in Bredendiek and
Kratschmer [1], Filippi et al. [2], Daganzo [3], Pratelli and
Schoen [4]. More recently, Qui and coworkers [5] identify as
demi-flexible operation the policy group between flexible
and fixed-route transit systems. Shen et al. [6] proposed a
two-stage model to minimize the total cost of a flexible
transit service operating as a demand responsive connector
system with on-demand stations. The review made by
Ronald and co-workers [7] investigates the application of an
agent-based approach for simulating demand responsive
transport systems. Lu et al. [8] presented a flexible feeder
transit routing model suited for irregular-shaped networks.
Lee and Savelsberg [9] investigated a flexible transport
system known as a demand responsive connector, which
transports commuters from residential addresses to transit
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hubs via a shuttle service, from where they continue their
journey via a traditional timetabled service. Finally,
Papanikolaou et al. [10] compiled a critical overview of the
literature on the modeling issues related to flexible transit
systems at strategic and operational levels.

Diana et al. [11] compared the performance in terms of
the distance traveled of a conventional fixed-route transit
system and of a demand responsive service. Different models
were proposed to study the design of feeder transit services
by comparing a demand-responsive service and a fixed-route
policy [12].

The main task of this paper is to offer to transit planners
an experimental contribution to make their choice between
specific transit services for flex-route policy. Moreover,
because many traditional fixed-haul transit systems in low-
demand areas are switching to flex-route services, this paper
intends to help towards the choice between alternative flex-
route transit strategies suited for situations that have a low
and sparse user demand.

The paper is organized as follows. In Section II, the RDB
operations are described, while in Section III, the RDB
problem is depicted in its mixed integer linear programming
formulation [4]. In Section IV, an actual on-demand transit
service scenario has been simulated as an RDB operating
mode and then compared to the real mixed operations Dial-a-
Ride system management. Section V ends the paper with a
comment about the resulting comparison evidence based on
the respective value set of performance indexes.

II. THE ROUTE DEVIATION BUS OPERATING MODE

The RDB, or demand-responsive service on set routes, is
a transversal transit system that distributes and collects
passengers in the crossed blocks supporting the main, or
fixed, routes along radials and arterials.

RDB operation has been proposed and applied in order to
enhance effectiveness of line-haul transit during off-peak
periods, as well-suited service for small towns or as a
component of a larger integrated transit system [13][14].

One of the main elements of such a system is the so-
called equipped bus stop, or terminal, which accepts user
subscriptions and makes the bus deviate from its main route
(Figure 1).

Indeed, the terminal core is a control unit, which
interfaces other local devices, such as “detour traffic lights”,
keys and displays. The user interface is a graphic screen,
usually LCD display, plus few functional keys, which guide
the user in his/her choice of menus. The calling terminal also
informs users about the timetable and lines of the urban
service, the expected time of arrival of the next bus and
delays.

Periodically, each terminal consults the “detour traffic
lights” and updates its forecast time-of-passage table with the
new received data.

After having read the time of passage on the screen, the
passenger may insert a coin or a smart-card to confirm his
reservation. The terminal stores the subscriptions and sends a
switching signal to the proper detour traffic light. There are
two such detour traffic lights on the base route, one for each
direction, close to the “detour point”.

When a detour point is active, the control system sends a
message to the on-coming vehicle, which informs the driver
about the need of making a deviation. When the bus reaches
the equipped bus stop, data are reset in the control system.
This operation closes the cycle and detects whether or not the
reserved service was actually given. The control system can
record vehicle passages at detour points and at on-call
terminals, so it can compute the actual mileage day by day.

Figure 1. Route deviation bus policy.

III. THE RDB PROBLEM

Let us consider the problem faced by the bus route
planner when designing a bus route with optional stopping,
as described in the previous sections.

In this section, we shall deal with a simplified model and
we will describe in brief a mathematical programming
model, built in order to help the decision maker. We assume
that a bus route has been designed regarding to the main
stops served by the bus route. What remains to be decided is
the location of the optional bus stops whose are served on a
demand basis. A trade-off has to be found between the
interest of passengers located at these extra bus stops, and
the augmented travel time suffered both from passengers on
the bus whose route is deviated, and from passengers waiting
for the bus at regular stops downstream the deviation.

We assume, for simplicity, that the bus route has the
characteristics of a “feeder” line (i.e., many-to-one), that is
supposed to be true for all the stops, except for the last one
where no passenger leaves the bus. This way, we do not need
origin/destination matrices and we can base our model just
on the (expected) passenger demand at each bus stop.

The bus route with regular and demand stops is
formalized as a directed graph, with two types of nodes –
those corresponding to regular stops, and those associated
with optional demand stops – and three kinds of arcs: the
arcs corresponding to the normal bus route, the arcs
corresponding to deviations whose are actuated by passenger
demand, and arcs associated to links whose passengers not
served by a demand bus stop have to cover on foot. Figure 2
shows a simple deviation bus line layout with 7 normal
stops, numbered from 1 to 7 and identifies the location of 3
possible optional stops: A, B and C.

The main decision concerns whether to activate or not the
optional stops in A, B, C. If the route planner decides to
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serve, e.g., optional stop A, then a bus on the main route will
deviate from node 2 to node A, and then to node 3 only if a
demand in node A is detected. Otherwise, the bus route
corresponds to the regular arc 1-2. On the other hand, if the
route planner decides not to serve node A, then passengers
potentially located at node A will have to walk from node A
to the nearest fixed stop, which is here assumed to be node 2.
The arc corresponding to pedestrian mode is the dashed one
in Figure 2.

Figure 2. Basic graph layout of a route deviation bus line [4].

From the point of view of mathematical modeling, there
are several issues arising from the problem above. The first
issue has been already coped with and concerns
origin/destination pairs. A second issue concerns cost
computations. This model assumes that to each arc
corresponds a unit cost proportional to the distance between
the endpoints of the arc (an alternative could be to use an
estimate of the travel time). The distance is augmented for
the arcs corresponding to pedestrian flow, in order to give an
estimate of their “perceived” distance. The travel time should
be used; but in such a case, is also required to make a
correction as time perceived in different ways, and
depending on whether the passenger is walking or waiting
for the bus. An aggregate measure of cost has been obtained
by multiplying each unit cost by the flow, i.e., by the
expected number of passengers on that arc.

IV. THE ROUTE DEVIATION BUS MODEL

In the optimal RDB design model based on a mixed
integer linear programming problem, Pratelli and Schoen [4]
consider the problem faced by the bus route planner when
designing a bus route with optional stopping, as previously
described. For sake of simplicity, the RDB model is herewith
briefly resumed, and the interested reader is addressed to the
original paper [4].

The service area is divided into segments by some
regular stops along the base route, identified by 1, 2 … N
(Figure 1). It is assumed that a bus route has already
designed with its main stops. A trade-off has to be found
between the interest of passengers located at these extra bus
stops, and the augmented travel time suffered both from
people on the bus whose route is deviated, and from
passengers waiting for the bus at regular stops downstream
the deviation. As said before, the bus route is like a “feeder”
line, i.e., many-to-one, and in the last stop no passenger
leaves the bus. Therefore, it does not need of any o/d matrix,
and the RDB model is based just on In(i) and Out(i), number

of users boarding and alighting the bus at stop, respectively.
M is the bus capacity; Q is the maximum feasible deviation
distance from the main route, on each side; t(i,j) is the time
associated to any single user boarded on the bus traveling on
arc (i,j); t*(i,j) is the time on foot for a user walking from
location i to j.

In each ride, the bus must visit all the regular stops. The
total aggregated travel time T0, obtained when the bus makes
no deviations outside the base line, is given by (1):
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Demand is constant during the design period, even when
it is associated to regular stops and deviate stops. The
decision variables are binary-valued variables, defining both
the decision or not of placing a deviated stop at some
location, and the entities describing of flows along the
different arcs. The decision variables are:

- δ(di)=1 representing the decision to place a deviated
stop at location di; δ(di)=0, otherwise;

- f(i,j) is the flow variable related to the amount of users
on board of the bus travelling along arc (i,j);

- f*(i,j) is the flow variable of the number of users
walking on foot from location i to regular bus stop j.

The RDB objective function to minimize has the
following form:
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(2)

Each one of the three terms in square brackets in the
objective function (2) above, is to represent:

a) the total surplus travel time perceived by users
boarded on the bus, which is defined as the total aggregated
time elapsed on board during deviations;

b) the total travel time perceived by users who have to
reach on foot a regular stop from the locations, which are
not served by any deviate stop;

c) the augmented waiting time suffered by users at bus
stops located downstream of the deviations caused by an
upstream deviation: at bus stop m there are In(m) users
waiting.

Each term in (2) is multiplied by a time weight
coefficient: Kb, Kf and Kw, which respectively consider the
different time perceived by users when traveling in vehicle,
walking and waiting [3]. A deviation at regular bus stop i
can only occur if the decision is taken of serving the
deviated bus stop, δ(di) = 1, and either at least one passenger
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is waiting at di, or a passenger on the bus just before stop i
asks to be alighted at the deviated stop.

Probability pdi that a route deviation will actually occur
during a time slot t is given by pdi=1 – exp[(di + ßdi) t],
given that both the process of passengers arriving at a
deviated stop with rate di, and the process of requests to be
alighted at deviated stops with rate ßdi, form two independent
Poisson’ processes [4].

A set of constraints is defined to reproduce the
relationships between the different flows and the decisions
whether to activate or not deviated bus stops. The three
constraints, f(i,di) Mδ(di), f(di,i+1) Mδ(di), f*(di,i) M(1-
δ(di), impose the two logical conditions that a deviated arc
have a positive flow only and only if the corresponding
deviate stop is activated and, conversely, there is a positive
flow of walking users only and only if the deviate stop is not
activated. Flow conservation both at regular and deviate
stop is represented by constraint f(i-1,i) + f(di-1,i) +
f*(di,i)+In(i) = f(i,i+1) + f(i,di)+Out(i) and constraint
f(di,i)+ In(di) = f(di,i+1)+ f*(di,i)+ Out(di). Randomness in
bus route deviation is referred by f(i,di) pdi[f(i-1,i)+ f(di-
1,i)+ f*(di,i)+ In(i) – M(1-δ(di)].

The latter, it is a logical constraint, and it is referred to
randomness in bus route deviation. If pdi >0 is the
probability of at least one user waiting at deviated stop di,
and the decision is taken to activate that deviated stop, then
users entering node i will be divided into two streams: one
on the deviated arc (i,di) and proportional to pdi; the other
one on the fixed line arc (i, i+1) and proportional to (1- pdi).
A practical upper bound is imposed on max length, or max

time, of any deviation. There is a last constraint, g δ(di)
G, imposing that the total number of deviated stops to be
activated must lie between a minimum number g and a
maximum number G.

Finally, the RDB model results in a mixed integer linear
programming problem, or MILP [15]. The above MILP has
been implemented in the mathematical high level language
AMPL [16] and the computational tests were run on a
common PC using CPLEX solver.

V. APPLICATION NETWORK AND FRAMEWORK

The town of Campi Bisenzio is located in the
metropolitan area of Florence, central Tuscany (Italy).
Campi Bisenzio (Figure 3) is a small town with a high
density populated historic center, and some sparsely
residential and industrial activities in its surroundings, along
two opposite streamlines oriented to North and South,
respectively. The rounded relevant land-use data are: 29
sqkm of municipal area; 35,000 inhabitants; average
population density of 1,200 inhab/sqkm.

Therefore, transport demand is sparse and characterized
by a high variability rate in time and space. There are several
road links with quite different geometries. In such a
condition, it is very difficult to serve transit demand by
conventional line-haul operations, and flexible-route service
looks the most proper choice. Since 1998 the previous three

fixed line-haul transit service was replaced by a new Dial-a-
Ride system conceived for mixed mode operations, named
Personalbus. Today, the Personalbus service covers all the
municipal area, even reaching zones that never were served
by the previous fixed line-haul transit system. Personalbus is
a demand-responsive door-to-door transit system, which
operates in a Dial-a-Ride mixed mode, i.e., managing both
advance requests and immediate requests.

Figure 3. Map of the service area.

The core of Personalbus is the so-called Travel Dispatch
Centre, or TDC, located at the ATAF headquarter, the main
urban transit company of Florence. All the travel requests are
collected, processed and managed by specific software,
which solves for vehicle routes and dispatching for day-by-
day basis on the stops as requested by patronage. The TDC is
suited to manage:
- telephone travel requests, coming from user’s house or
directly from equipped stops; each travel request may be
formulated into two ways. The first is in advance (e.g., the
day before) or on systematic base (e.g., every Monday at
9:00 a.m.). The second is immediate, when the request is at
least 15 minutes before travel starting;
- automatic travel request collecting and managing by its
related insertion into the current optimal vehicle dispatching
and scheduling plan;
- in-vehicle communication for driver instructions on the
new vehicle route required by the accepted travel request(s).

Users call by phone the TDC and ask for booking their
trip, specifying both desired departure and/or arrival time
and location of stops for pick-up and drop-off. Then, TDC
operator inputs data and runs the vehicle routing and
scheduling software, giving to the user the corresponding
answer to his/her trip request, in real time. At this point, a
negotiation phase on the user’s specified service times can
eventually start between the TDC operator and the user. The
first desired times can be corrected in order to meet both
optimal system operations and tolerable user needs. Booking
phase ends with definitive acceptance or refusal by the user
of proposed trip solutions.

TDC’s operators are able to manage the immediate
requests negotiating with the user for the best pick-up time,
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which can span into a time window of ±20 minutes centered
on the user preferred time. This avoids any flat refusal of the
user by the transit company. At the most, it is the user who
gives up his/her trip, but it happens very rarely.

Finally, it is useful to underline that time negotiation is
possible because the Personalbus patronage, as usually
happen in any demand-responsive system, have a “relaxed”
travel time utility function. This last is quite different from a
“tight-to-time” travel time utility function characterizing
systematic users of conventional fixed-haul transit systems.

The success obtained by Personalbus is clearly showed in
Figure 4, where is represented the patronage evolution in the
first 5 years of starting up, from middle 1998 to 2002 [17].

Moreover, the value of the last year recorded patronage
of the previous existing three fixed line-haul service is also
depicted in Figure 4, and it is about many thousands less
carried on by the flexible line one.

The monthly patronage ranges on 9,700 passengers
carried on average, with peaks around 13,000 passengers per
month (Figure 4). As said above, Personalbus Travel
Dispatch Centre has to cope with both off-line and on-line
requests, i.e., both advance requests and immediate requests.
Table I shows a typical requests resume recorded in two
weeks on Fall beginning.

Figure 4. Personalbus monthly patronage from 1998 to 2002 [17].

From the values reported in Table I, it is fairly clear that
the advance requests are almost prevalent in respect to the
immediate requests. Due to this evidence, one can note that
the service should be regular to some extent, instead fully
demand-responsive. Moreover, data drawn from practice
monitoring on user disposability to negotiate for immediate
requests have revealed that shifts of plus or minus 20 to 30
minutes from the desired time are quite well accepted. This
last fact gives force to the concept that demand-responsive
system users have a perception of travel time fully different
from line-haul system users, more and more linked to tight
schedules.

These considerations have led to evaluate the hypothesis
of a new transit system, operating in a mixed-mode between
line-haul, for higher regular demand related to advance
requests, and demand-responsive operations, for lower
randomly demand related to occasional immediate requests.

Roughly speaking, the new transit system to evaluate is the
RDB bus system.

TABLE I. TWO TYPICAL TRIP REQUESTS WEEKS ARRIVED TO TDC.

Total
Requests

Total
On-Line

% Advance %Immediate

25 Sept 120 38 0.76 0.24

26 Sept 124 52 0.70 0.30

27 Sept 124 52 0.70 0.30

28 Sept 127 45 0.74 0.26

29 Sept 126 58 0.68 0.32

30 Sept 41 47 0.47 0.53

02 Oct 124 41 0.75 0.24

03 Oct 120 56 0.68 0.32

04 Oct 136 47 0.74 0.26

05 Oct 147 47 0.76 0.24

06 Oct 123 55 0.69 0.31

07 Oct 38 48 0.44 0.56

A. Comparison Indexes

Statistical data on costs are not available, therefore the
comparison has been performed between the present DRT
system service, i.e., Personalbus, and the proposed RDB
system operations, through two comparison indexes, which
are defined in respect to some relevant performance
requirements:
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Following Johnson et al. [18], the first index, W%,
represents the percentage variation of maximum waiting time
at regular stops, and the symbols at the right member of
expression (3) are: Tw,o maximum observed waiting time of
Personalbus; Tw,s maximum waiting time resulting for the
new RDB solution at hand.

The second comparison index, P%, represented by
expression (4), is the percentage difference between the
actual satisfied demand, Patt, and the amount of demand,
PRDB, that the new RDB solution could satisfy.

B. Solving for the new RDB system network

Data recorded by Personalbus TDC have referred to
compare the actual Dial-a-Ride mixed mode service
operations to the new proposed RDB system operations.
Basic data are related to each vehicle per day as bus mileage,
daily effective service time, number of served requests,
carried passengers per link, boarding and alighting
passengers per stop.
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The computational goals have been restricted to one
representative operations period, which has selected in a test
month with a satisfied patronage of 3,700 passengers. Real
data are used to determine the frequency call at each stop.

The highest frequency call stops are used to build the
main network “skeleton” leading to two fixed lines, namely
Line 1 and Line 2, crossing the whole service area (Figure
5). Line 1 terminals are the industrial and commercial park
of S.Angelo a Lecore (zone 8) and the railway station of
Pratignone (zone 1). Line 2 terminals are the large
interchange parking of motorways A1 and A11 (zone 3) and
the residential zone of S.Donnino (zone 11) characterized by
single-family detached housing. Each one of potential
deviate stops has been placed as the centroid of a group of
Personalbus stops not belonging to Line 1 nor Line 2 regular
stops. These are stops characterized by low call frequencies,
generally less than 0.15÷0.25. Therefore, the frequency call
assigned to any potential deviate stop, i.e., deviation
probability, was the weighted average frequency of the
group, using number of calls of each stop as weight. This
way, the result was in 13 deviate stops covering the whole
area to serve.

Figure 5. Layout of the new RDB network

Data related to Personalbus patronage was adapted to the
new situation and an o/d matrix was obtained for the two
RDB lines, respectively. Users having origin located on one
line and their destination placed on the other line, were split
assigning each of them to the closest stop common for both
RDB lines.

At this point, a proper RDB problem was solved for each
one of the two RDB lines, given both a minimum of 4 and a
maximum of 7 deviate stops. The values for time weight
coefficients in the objective function (2) were assumed in
Kb = 1.0, Kf = 2.5 and Kw = 2.2. Definitive results showed the
following issues:

 Line 1: Base line length is about 6.5 Km. Different
combinations were analyzed, beginning with a number
of 7 deviate stops to a number of 4 deviate stops. There

are eight potential deviate stops on Northbound
direction, and nine on Southbound direction. The RDB
problem drops off the potential deviate stop located at
the Pratiglione railway station, when solved for less
than seven deviate stops. This is an obvious drawback
highlighting the difference between theoretical and
practical solutions.

 Line 2: Base line length is about 7.2 Km. As above,
different combinations were analyzed including from 4
to 7 deviate stops. There are fourteen potential
deviations in both directions. The theoretical solutions
for less than 6 deviate stops not include the deviation
associated to zone 4, where is located an important
shopping center.

Both Line1 and Line 2 require a number of three vehicles
dispatched on service for a period of 12 hours on a weekday
(instead of six vehicles actually dispatched by Personalbus).
Depending on the number of included deviate stops, there
are different average vehicle headways, or frequencies, on
regular stops for each of the two lines, respectively.

TABLE II. COMPUTED RDB SERVICE VALUES FOR THE TWO LINES.

Line 1 Route travel
time

Lost demand
(pax/m)

Headway
(minutes)

Deviation
utility ratio

Zero-Devs 1h 00’ 26” 354 20 ---
4 Devs 1h 43’ 44” 193 35 0.72
5 Devs 2h 02’ 54” 93 41 1.05
6 Devs 2h 12’ 44” 53 45 1.20
7 Devs 2h 26’ 29” 1 50 1.43

Line 2 Route travel
time

Lost demand
(pax/m)

Headway
(minutes)

Deviation
utility ratio

Zero-Devs 1h 14’ 53” 354 25 ---
4 Devs 1h 47’ 44” 193 36 0.44
5 Devs 2h 09’ 12” 93 43 0.72
6 Devs 2h 14’ 56” 53 45 0.80
7 Devs 2h 37’ 28” 1 53 1.09

Table II shows, in respect to different RDB solutions, the
obtained values of average route travel time, monthly
component of actual users not served by RDB, i.e., lost
demand, and vehicle headway. In Table II are reported the
values of no deviations situation, i.e., zero-devs, to reproduce
the borderline case of line-haul operations.

In Figure 6 and 7, respectively, are depicted the same
values of lost demand per month, and headway of Line 1 and
Line 2 solution instances. It is trivial to notice that as the
number of designed deviations increases, on one side the
route travel times and headways also increase, and on the
opposite side, the lost demand values obviously decrease.

Personalbus acts as a doorstep service and, therefore, an
alternative RDB system operation needs the highest number
of available deviate stops in order to keep the large part of
the actual patronage. On the contrary, one must take into
account of the transit company point of view, both in terms
of efficiency and costs.
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The high number of deviations implies both dispatching
of many vehicles to maintain acceptable frequencies, and
increasing in vehicle idle times, and lowering of user
tolerability due to several deviations made upstream.

Figure 6. Lost demand and bus headways for Line 1 in the different
instances of RDB operations.

Figure 7. Lost demand and bus headways for Line 2 in the different
instances of RDB operations.

The last column of Table II shows the values of deviation
utility ratio, which has been used since some decades as rule-
of-thumb in many flexible-route deviation system
evaluations and programs, as said by Johnson and co-
workers [18].

It is generally assumed that stable deviation route system
operations are possible if the ratio remains under 1 when
calculated as:

timehaulLine

timeuppickDeviation
DUR




 (5)

Line 1 have feasible deviation utility ratios only in case
of 4 deviate stops. While Line 2 shows all the evaluated
instances feasible, except the one with 7 deviations.

Table III resumes the performance indexes of all RDB
solved instances from 4 to 7 deviated stops, which are
compared to the Personalbus ones. The values shown for
RDB solutions, in Table III, are averages of the

corresponding values related to each one of the two lines
under examination. Moreover, it is clear that lower values of
waiting times are referred to an RDB service with few
deviated stops, say 55% less for 4 devs or 31% less for 5
devs, than Personalbus. Such RDB solutions also imply the
highest losses of satisfied demand with respect to the present
service situation, i.e., over 16% or 13% when compared to
Personalbus, respectively.

TABLE III. COMPARISON RESUME OF PERSONALBUS IN RESPECT TO

DIFFERENT INSTANCES OF RDB.

TYPE Freq.
(bus/h)

Served
demand
(pax/m)

Max wait.
time

(minutes)

W
%

Lost
demand
(pax/m)

P%

PERSON
ALBUS

--- 3710 25.00 0 0 0

RDB 4
devs

2.55 3111 11.25 - 55 599 - 16.1

RDB 5
devs

2.05 3222 17.25 - 31 488 - 13.1

RDB 6
devs

2.00 3445 18.75 - 25 265 - 7.1

RDB 7
devs

1.75 3532 22.50 - 10 178 - 4.8

VI. CONCLUSIONS AND FUTURE WORK

Future mobility is challenged to bundle up transport
demands to handle an increasing mobility caused by spatial
sprawl, economic growth and suitable working time [19].
Flexible route and demand-responsive transport systems
offer an opportunity to overcome these challenges for future
public mobility for the preservation of personal mobility,
especially in sparsely populated rural and residential areas
[20][21].

In this paper, the RDB model has outlined as a MILP
problem and applied to a real case. Computational results are
drawn in the test area of Campi Bisenzio, a large residential
area located in the surroundings of Florence (Italy), for a
new RDB system operating with two base lines and different
instances of number of designed deviate stops. Numerical
comparisons through performance indexes highlight that the
actual demand-responsive transit system, called Personalbus
and operating under Dial-a-Ride mixed mode service, is
quite better than changing to any one of the considered RDB
flexible route system alternatives.

Nevertheless, the main computational results are likely
linked to the poor resemblance to a “corridor” shape of the
study-case network. This is a further detailed confirmation of
some general findings previously obtained by Daganzo using
analytical models [3].

In addition, the fairly considerable length of deviations to
base bus route is also often resulted not favorably to
deviation route operations development, as enhanced by the
computed values of deviation utility ratio, i.e., DUR in (5),
related to many among the RDB design alternatives taken
into account.

Finally, the presented study-case leads to meaningful
experimental findings on planning and application domain of
demand-responsive transit systems requiring for RDB
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service operations. This paper is intended to offer to transit
planners a preliminary experimental evidence in the field of
flex-route systems. Future studies can also cope with
developments to incorporate ITS technologies, advanced
math tools and innovative smartphone applications.
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Abstract—Availability of big data on moving objects is strongly
affecting the way we view and manage mobility. Mobility in
urban areas is becoming more and more complex, posing the
challenge of efficient multimodal traffic management. So far,
existing solutions were mainly car oriented, failing to capture
the full complexity of the mobility within the city. In this
paper, we present the potential of big-data driven solution for
multimodal mobility management that capitalizes on the
existing data availability and is realized through the “guarded”
data architecture.
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I. INTRODUCTION

Availability of big data on moving objects is strongly
affecting the way we view mobility. More and more
initiatives strive to enhance the traditional data gathering
processes for transportation planning and mobility studies by
integrating big data. As these data are more detailed than the
traditionally collected ones with higher spatial and temporal
resolution, new possibilities are also emerging. One of such
domain is data driven mobility and traffic management. In
this paper, we tackle the potential of the big driven traffic
management, particularly focusing on urban areas. The main
challenge here is the above mentioned data integration which
is, in all spheres of mobility, still at quite early stage coupled
with the multimodality, as the existing mobility management
solutions are still mainly car oriented. To tackle this, we
focus on identifying current trends and existing challenges
on a way to fully data driven traffic management. Here, we
identify six main challenges ranging from data, across
mobility to the business related challenges and five major
future trends in this domain. In our research, we focus only
on land transport modes that are integrated into the urban
traffic management ecosystem and propose a “guarded” data
platform architecture that could facilitate the data-driven
mobility management in urban areas.

The paper is organized as follows: in the Section 2, we
give detailed state of the art literature review on big data and
current status of the big data integration into mobility
management domain. Following this, in Section 3 we tackle
the traffic management and the existing challenges and
trends. In Section 4, we present the “guarded” big data
platform architecture as a potential solution for the existing
challenges in the traffic management domain. In the final
section, we give conclusion remarks and present the future
work on the topic.

II. STATE OF THE ART

A. Big data definitions

Among first, and probably best known definitions of big
data, is the 3Vs definition [1]. 3Vs defines big data as the
increase of data volume (data scale becomes increasingly
big), variety between the data (data comes as structured,
semi-structured and unstructured data) and velocity of data
generation (data collection-processing chain needs to be
promptly and timely conducted to maximally utilize the
potential value of big data). As a big data based analytics
developed over time, one of the key elements distinguishing
among, simply, a large dataset and the big data turned to be
ability to extract intelligence and useful insight from the data
itself. Following this idea, a 4Vs [2][3] definition was
developed. In the 4Vs definition, original velocity is divided
into velocity and value, with the intention to acknowledge
the extraction of value from data as one of main big data
characteristics. Hence, the 4Vs stand for volume (great
volume), variety (various types of data), velocity (swift data
generation), and value (huge information value with
distributed with a very low density among data).

B. Big data in mobility studies

Traditionally, data on mobility are collected via travel
surveys, interviews and diaries. These cyclic data collection
processes are repeated every one, two, but more often, five
or even ten years formatting time series of the noted travel
behaviors. Based on the data collected in such a manner
transportation planners and decision makers have a
systematic overview of the mobility patterns and can follow
the main trends observed in the travel behavior. However,
numerous studies [4][5] have shown that data collected in
this manner deviated systematically from the actual travel
behavior. Today, more and more studies explore the
potential of big data when it comes to replacing the
traditional data collection methods for mobility studies [6]–
[9]. The most frequently explored big datasets can be
categorized as:

 Pure Global Navigation Satellite Systems (GNSS)
data

 Mobile network data
 Mobile sensed data.
Pure GNSS data are collected via GNSS devices. The

GNSS devices record the timestamp and positioning data of
the moving object. Mainly these devices were installed in
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vehicles [10]. However, with the technology development,
portable handheld GNSS devices were also used. The use of
GNSS data for mobility studies mainly reflects in
complementing the traditionally collected data on mobility
behavior with more detailed activity detection [6][11].
However, existing studies highlight several challenges:
discipline required to carry the portable device [12] and lack
of the ability to have a full multimodal overview when the
device is installed only in the vehicles [13][14].

Mobile network data are data collected by telecom
operators as a byproduct of their daily activities. Most often,
for mobility studies, these data include two elements. The
first element corresponds to traces triggered by the serving
network, so called network signalization data. The second
one corresponds to traces triggered by the user interaction
activity (e.g., call, SMS or data transfer activity), so called
Call Detail Record (CDR). The geographical precision and
time resolution of the CDR and network signalization data is
somewhat lower than this is the case with the GNSS data.
The reason for this lies in the fact that the network notes the
base station (antenna) location, which covers the area where
the user is located, and not the actual mobile phone device
location. For this reason, the mobile network data seem to be
a better candidate for longitudinal analysis of human
mobility patterns [15]–[20].

Mobile sensed data are data collected from mobile phone
sensors. This includes the above mentioned GNSS data as
one of the possible sensors integrated into the mobile phone.
However, the main characteristic of the mobile phone sensed
data is the fusion of data sensed from multiple different
sensors as accelerometer, microphone, gyroscope and others.
One of the examples are positioning data that can be sourced
from the GNSS sensor, Wi-Fi network location or mobile
networks’ base station location readings, or as the
combination of any of the positioning sensors integrated into
the mobile phone itself.

C. Big data in traffic management

When it comes to the use of big data in real-life
applications, several topics seem to be of particular interest.
The first one is the privacy related to the use of personal data
and, when it comes to mobility, traces of the individuals’
movements through the space [3][21]. The second one is the
business related intelligences and value that one can gain
from the big data oriented analytics [22]. The third one
comes from the technical challenges that come with the big
data integration as difficulties in regard to data capturing,
data storage, data analysis and data visualization [23][24].

Concerning the integration of big data into the traffic
management, literature shows that this area is still at quite
early stage and that majority of papers in this domain are
focused on car traffic and aspects as traffic flow prediction
[25]. Here, methods mainly use so called shallow traffic
prediction models and are still unsatisfying for many real-
world applications. Several papers look at the deep learning
methods, but still keep their focus on motorized
transportation only [25]- [27]. Summary of these efforts can

be found in comprehensive literature reviews that highlight
advances and complexity in this domain [28][29].

In our paper, we focus on overcoming the limits of the
existing solutions by considering the “guarded” data
architecture that would be able to tackle the privacy issues
through the guarded and data access control oriented
solution. Furthermore, we focus on urban mobility from the
end-users oriented point of view, considering not only car
oriented traffic, but full spectrum of multimodal mobility
that one can find in the cities of today.

III. TRAFFIC MANAGEMENT

Traffic management comprehends organization,
arrangement, guidance and control of stationary and moving
traffic [30]. The sub terms exist per different branches of
transportation. Hence, the air traffic management is an
aviation term encompassing all systems that assist aircraft to
depart from an aerodrome, transit airspace, and land at a
destination aerodrome. The sea traffic management defines a
set of systems and procedures to guide and monitor sea
traffic in a manner similar to air traffic management [31].
However, the mobility in urban areas has become so
complex that the initial scope of the traffic management in
urban areas, mainly focused on car transportation, has
expanded to include a full spectrum of diverse transportation
modes and numerus interactions between them. Hence, the
traffic management in urban areas includes management of
motorized vehicles, public transport, pedestrians, bicyclists
and other flows and aims to provide safe, orderly and
efficient movement of persons and goods, as well as efficient
interaction between different transportation modes. For this
reasons, the traffic management in urban areas is one of the
most complex and challenging tasks when it comes to the
traffic management.

A. Big data integration challenges

As mentioned above, current solutions for urban
transportation management are mainly focused on motorized
transportation, namely the cars. Systems monitor, record
and/or guide car traffic flows by relying on sensing
equipment installed on roads. Take-up of such system
requires significant resources for city authorities. This
investment is two-fold: (i) purchasing of the system that is
vendor locked in and (ii) adjusting the, already existing
equipment on roads, to the requirements of such vendor
lock-in system. This often includes replacement of some
costly elements as traffic lights and/or Variable Message
Signs (VMS). It is a long-term commitment between the city
authorities and the system provider that leaves the city with
limited flexibility. On another hand, as cities strive to ensure
higher quality of life in their area and well balanced
transportation mode use that can ensure sustainability of the
mobility system, such solutions only partially satisfies city
needs as it mainly covers only one transportation mode.
Hence, the challenges (C) towards a big data driven traffic
management can be described as follows:

� = (��,����,�2�,�,��,�)�� (1)
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where:
MM – stands for the multimodality as a challenge of

having a full spectrum of different transportation modes
present in the cities under one umbrella.

Open – stand for the challenge of integrating different
open datasets that might come from the city authorities or
different crowdsourcing campaigns and hence, can be
structured with clear data quality standards and
responsibilities or semi-structured / unstructured with the
“best effort” data quality responsibilities.

B2B – stands for business related challenges, as such
system would require business-to-business cooperation
among potential market competitors. Hence, clear IPR
(Intellectual Property Rights), licensing, data access and
processing conditions need to be integrated.

P– stands for data privacy challenge as big data often
include handling of moving object (e.g., private mobile
phones or cars data), camera feeds etc.

DI –stands for data integration challenge. This challenge
is mainly related to the lack of uniform data standards across
different transportation modes and/or geographic regions.

G – stands for data governance and traffic management
governance among different regions, as big data driven
traffic management relies also on traffic flows that approach
cities from regions outside of the city authority governance
(e.g., regional roads etc.). Hence, synchronization of the
traffic management strategies is needed among different
areas.

B. Trends

The existing trends in the big data driven traffic
management include:

� = (�, �,���,��,��)�� (2)

where:
T – stands for transition of the traffic management

strategies across different transportation modes. As it was the
case in history that, for example, the aviation has taken over
some lessons learned and best practices from maritime traffic
navigation, telecommunications have taken over the data
flow management from air navigation, it is becoming
inevitable to translate and test different traffic management
strategies across multimodal data. One of the potential
polygons for this might be developing digital twins of urban
areas.

S – stands for different infrastructure access strategies
and levels of services that can be developed through such
integrated overview of urban mobility. For example, city
authorities can implement strategy to reward sustainable
mobility behavior by granting the access to the city events,
public transport tickets or high speed lines for private cars.

MMI – stand for integration of multimodal multisource
data on mobility.

AV- as it is expected that autonomous driving will
heavily rely on data, big data driven traffic management
plays an important role in the transition towards fused traffic

flows (combination of autonomous and traditional vehicles)
and purely autonomous vehicles traffic flows.

BS- stands for braking the silos and allowing the cities to
have a flexible solution without vendor lock-ins.

IV. BIG DATA DRIVEN TRAFFIC MANAGEMENT PLATFORM

It is not a rare case that cities have started collecting data
on multimodal mobility by themselves and providing them
as an open data [32]–[34]. However, there is only a limited
level of adoption of such data sources in the traffic
management market. For this reason, it this paper, we tackle
the potential of integrating big data into a transportation
management framework that could provide cities with the
flexible and multimodal overview.

Figure 1 shows an example of the “guarded” big data
platform architecture for transport and mobility management.
The architecture includes several layers, namely:

 Raw data layer – an entry point to any raw (low
lever, unprocessed) data on mobility that are being
integrated into the architecture

 Data quality check layer – guards the input to the
architecture by checking the quality of the raw data
(e.g., is data structure and data collection frequency
of adequate level). Such layer has the possibility to
let the data further into the architecture structure
(with the notion of the initial data quality) or to
generate the report on the data quality so that the
detected issues can be corrected.

 Standardized and normalized data layer – preforms
data cleaning and standardization so that, regardless
of the initial data source, at this layer all the data on
the same topic (e.g., speed data) have the same
format and can be processed further in a same
manner.

 Data quality check layer (can be seen as a sub layer
of the Standardized and normalized data layer) –
layer where all the data transformation achieved in
the previous layer are noted. For example, to get the
speed data of the same format maybe one needed to
reduce the temporal resolution of the initial dataset,
hence has lower the quality of the initial data set.

 Processed insights layer – layer where insights of the
higher level are created. For example, speed data
were used to produce the travel time map.

 Access control layer – guards the access to the
processed data and insights.

 User insights layer – layer where different users can
have an access to the data. These user groups can be
city operators, authorities, citizens’ initiatives or
private citizens. They can all have an access to the
subset of data (or all) depending on their access
rights (guarded by previous layer). One example of
this can be police officer who has authorization to
view the camera feed data, whereas city operator or
private citizen does not has this authorization due to
the privacy legislation. Another example can be the
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presence of the license protected data, hence one can
purchase the license and access the data or not.

Next to the bottom (data quality check) and top (access
control) guarding layers, the architecture is guarded
horizontally on both ends. This is because it is foreseen that
data can enter the architecture at different levels. For
example, one can provide the platform with the already
normalized and standardized data, but the platform
horizontally checks the input quality of this data and collects
or provides quality feedback to the data provider. The same
goes for each level of the architecture. On the other end,
based on the licensing conditions, one can collect the data
from the platform at each level. For example, the developers
might be granted the access to the standardized data on
mobility that they can use to produce different services. This
is done through the horizontal access control layer.

Figure 1. “Guarded” big data platform architecture

Figure 2 gives an example of the processing chain
thought the “guarded” architecture. In this example, a public
transportation company can integrate their data into the
mobility platform that has the “guarded” architecture. These
data can be integrated as one of the accepted standards for
the architecture (e.g., European NetEx standard). Data can
then be used by a local SME (Small Medium Enterprise) that

develops a routing app. For commercial purposes, the use of
the public transport data might be restricted by the license
conditions. Hence, the SME gets the granted the access to the
date if the license conditions are meet. The same dataset,
might also be processed thought the architecture into the
insights related to an public event organized by the city.
Hence, the traffic management officer in charge of the event
organization might have access to these data under different
conditions and mighty view them in a different form. For
example, these data can be an input to the alerting system
that indicates if the crowdedness in affected area is above the
certain threshold. In this context, the city event manager can
request additional public transportation vehicle in the area or
sent request to the police to regulate the smooth passing of
the public transportation vehicles.

V. CONCLUSION AND FUTURE WORK

With the current developments in the mobility and big
data domains, it seems inevitable to move towards a data
driven traffic management framework. Such a framework
could allow cities and other mobility related authorities to
capitalize on already existing data sources to improve
mobility conditions in their areas. Furthermore, it is a
reasonable step towards integration of strongly data driven,
autonomous vehicles into the existing traffic flows, either as
part of the mixed traffic flows or as purely AV flows.
Although this is something that is not expected to happen in
the near future, industry developments strongly point in this
direction. Hence it is necessary to put cities in a position to
think forward on how to integrate such developments and
still efficiently manage overall multimodal mobility in their
areas. In this paper, we have identified the main trends and
challenges in this domain and suggested a “guarded” data
platform solution that could meet these challenges.
Furthermore, we recognized digital twins of urban areas as a
forward thinking solution that could be used by urban
authorities as a big data driven option for multimodal
mobility management and a testing polygon for
implementation of different strategies in real-life urban
environment.
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Figure 2. Process example
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